Capturing constrained constructor patterns in matching logic
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A B S T R A C T

Reachability logic for rewrite theories consists of a specification of system states that are given by constrained constructor patterns, a transition relation that is given by a rewrite theory, and reachability properties expressed as pairs of state specifications. Matching logic has been recently proposed as a unifying foundation for programming languages, specification and verification. It is known that reachability properties can be naturally expressed in matching logic. In this paper, we show that constrained constructor patterns can be faithfully specified as a matching logic theory. As a result, we obtain a full encoding of reachability logic for rewrite theories as matching logic theories, by combining the two encodings. We also show that the main properties of constrained constructor patterns can be specified and proved within matching logic, using the existing proof system.
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1. Introduction

Constrained constructor patterns are the bricks of the rewrite-theory-generic reachability logic framework [1,2], which generalizes the programming-language-generic reachability logic implemented in the \texttt{K} framework (https://kframework.org). Rewrite-theory-generic reachability logic framework allows to verify not only conventional programs based on their operational semantics but also concurrent and distributed systems specified by rewrite theories.

Given an order-sorted specification \((\Sigma, E \cup B)\), which is used as support for rewrite theories, the set of equations \(E \cup B\) is divided into a set of basic equations \(B\) that admits a \(B\)-unification algorithm and a set of equations \(E\) that can be turned into a set of rewrite rules \(\vec{E}\) that are convergent modulo \(B\), assuming that the theory \((\Sigma, E \cup B)\) is sufficiently complete [3]. Constrained constructor patterns are defined based on the relationship between two algebras, \(T_{\Sigma/EUB}\) and \(C_{\Omega/EG, B_\Omega}\), where \(T_{\Sigma/EUB}\) is an initial \((\Sigma, E \cup B)\)-algebra and \(C_{\Omega/EG, B_\Omega}\) is its canonical constructor \((\Omega, E_{\Omega} \cup B_{\Omega})\)-algebra, as follows:

1. \(T_{\Sigma/EUB}\) is isomorphic to the canonical term algebra \(C_{\Sigma/E,B}\), consisting of \(B\)-equivalence classes of \(\Sigma\)-terms that are irreducible under \(\vec{E}\) modulo \(B\);
2. \((\Omega, E_{\Omega} \cup B_{\Omega}) \subseteq (\Sigma, E \cup B)\) is a sub-specification for constructors;
3. \(C_{\Sigma/E,B}|_{\Omega} \subseteq C_{\Omega/EG, B_\Omega}\).

Then, a constrained constructor pattern predicate has the form \(u|\varphi\), where \(u\) is a constructor term pattern and \(\varphi\) is a quantifier-free first-order logic (FOL) formula. Constrained constructor patterns are built from constrained constructor pattern predicates and propositional conjunction and disjunction. Semantically, \(u|\varphi\) is the set of states \([u|\varphi]\subseteq C_{\Omega/EG, B_\Omega}\) that...
match term \( u \) such that \( \varphi \) holds. That is, for each \( a \in \llbracket u \varphi \rrbracket \), there is a valuation \( \rho \) such that \( \varphi \) holds, written \( \rho \models \varphi \), and \( a = \rho(u) \).

As an example, consider the constrained process configurations (CPC) that are used, e.g., in the QLOCK mutual exclusion protocol [4,1]. A CPC is represented by a term \( \langle n \mid w \mid c \mid q \rangle \) where \( n, w, c \) denote the sets of identifiers for normal, waiting, and critical processes, respectively. The constraint constructor pattern \( \langle n \mid w \mid c \mid q \rangle \) \( \text{dupl}(n, w, c) \neq \text{tt} \) then states that the union of \( n, w, \) and \( c \) have no duplicated identifiers.

There are several additional operations over constrained constructor patterns required to express reachability properties and to support their verification in a computational efficient way. These include (parameterized) subsumption, over-approximation of the complements, and parameterized intersections. The definitions of these operations exploit the cases when the matching and unification modulo \( E \cup B \) can be efficiently solved, using, e.g., the theory of variants [5,6].

On the other hand, matching logic [7–9] is a variant of first-order logic (FOL) with fixpoints that makes no distinction between functions and predicates. It uses instead symbols and application to uniformly build patterns that can represent static structures and logical constraints at the same time. Semantically, matching logic patterns are interpreted as the sets of elements that match them. The functional interpretation is obtained by adding axioms like \( \exists y. a(x = y) \) that forces the pattern \( a(x) \) to be evaluated to a singleton. The conjunction and disjunction are interpreted as the intersection, respectively. For instance, the matching logic pattern \( \exists x. \text{Nat}(x) \land (x = 2 \lor x = 5) \), when interpreted over the natural numbers, denotes the set \( \{3, 6\} \) since \( a(x) \) is matched by the successor of \( x \), constants \( 2 \) and \( 5 \) are matched by the numbers \( 2 \) and \( 5 \), respectively, and \( x = n \) is a “predicate”: it matches either the entire carrier set when \( x \) and \( n \) are matched by the same elements, or otherwise the empty set.

The main contribution of this paper is a thorough study on the similarity between constrained constructor patterns and matching logic patterns. Our key insight is the following equivalence relation:

\[
\text{Constrained Constructor Patterns} \quad \text{u} \mid \varphi \iff \text{u} \land \varphi \quad \text{Matching Logic Patterns}
\]

The constrained constructor pattern on the left-hand side means, intuitively, a system state that matches the term \( u \) and satisfies the constraint \( \varphi \). In matching logic, structures and logical constraints are unified in terms of patterns. In other words, both \( u \) and \( \varphi \) are patterns, so we can replace the asymmetric notation “\(|\)” with the symmetric conjunction “\(\land\)”.

1. Can the (meta-)theory of constrained constructor patterns developed in [1,2] be expressed as a logical theory (i.e., a set of axioms) in matching logic? This is the main research question addressed in the paper. The answer is given by the results included in Sections 5–7.
2. How to formalize a constructor decomposition of an order-sorted equational theory? The answer is given in Section 6.3.
3. Canonical models are built using convergent rewriting. How the convergent rewriting can be formalized in matching logic? The answer is given in Section 6.2.
4. How to express the equivalence between a constrained constructor pattern and its matching logic encoding? The answer is given by the Theorem 7.4.
5. Which are the most suitable matching logic patterns that capture constrained constructor pattern operations? The answer is given in Section 7.1–7.14.
6. How the matching logic proof system can be used to reason about constrained constructor patterns? The answer is given by the Propositions 5.9–5.11 and the Theorems 7.5, 7.6, and 7.9.
7. How the existing mechanisms for constrained constructor patterns can be used in matching logic reasoning? The answer is given by the Theorems 7.5, 7.7, and 7.9, which show where the matching and unification algorithms can help in automating the matching logic reasoning.

Our approach is as follows. Since the constrained logic theory is heavily-based on canonical model given by the constructors, we define a generic matching logic theory that encode the initial semantics of an order-sorted equational specification. Then, we use this theory as a foundation to encode the canonical model and the other ingredients of the constrained constructor patterns. In order to better understand the relationship between the two approaches, we consider a running example, the constrained process configurations (CPC), and show how to define it in matching logic. This example gives us a better view of the specificity of matching logic axioms and how the OSA canonical model is reflected in matching logic. Since the matching logic axiomatization includes the complete specifications of natural numbers, (finite) lists and (finite) multisets, and it specifies their carrier sets using least fixpoints, we can derive from the specifications an induction proof principle for them.

The establishment of the connection between constrained constructor patterns and matching logic patterns have two benefits. For matching logic, the existing algorithms for constrained constructor patterns bring more automation to matching logic reasoning. Since matching, unification, and narrowing modulo theories can all be specified using matching logic patterns, we identify important fragments of matching logic that admit good algorithmic and/or semi-algorithmic support. For constrained constructor patterns, our work makes it possible to generate machine-checkable proof objects as correctness.
certificates for the algorithms and/or semi-algorithms implemented for constrained constructor patterns and rewrite-theory-generic reachability logic framework. Matching logic has a very small proof checker in only 240 lines of code [10]. Since the meta-theory of rewriting logic can be specified within matching logic as lemmas and theorems (see, e.g., Section 6), we can formalize the correctness of the matching, unification, and narrowing algorithms as matching logic patterns, whose proofs can be encoded and checked.

Comparison with the conference paper [11] This paper substantially extends the conference paper [11] in the following ways:

- Sections 2–3 were extended in order to make the paper self-contained.
- Section 5 shows how the order-sorted (conditional) equational algebra and its initial semantics is captured in matching logic. This is obtained by extending the approach in [12] for many-sorted logic.
- Sections 5.3–5.5 (the CPC example) were completely rewritten in the terms of the new approach.
- Sections 6 and 7 show a complete encoding of the constrained constructor patterns in matching logic, including the constructor decomposition and the canonical model.
- The proofs of the reported results are included.
- We use an informal specification language, but intuitive, to represent matching logic theories.

Related work Defining constructors using matching logic patterns is firstly discussed in [7]. The later work [12] studies how to define algebras and especially, initial algebras modulo any equations, using matching logic theories. While [12] mainly focuses on many-sorted algebras, in this paper we have extended the approach to defining order-sorted algebras. Reachability logic is shown to be definable in matching logic as a theory in [8]. Matching logic was developed as a logical foundation for the K framework (https://kframework.org) [13] and a particular kind of constraint constructor patterns are implicitly used in K for representing the symbolic configurations of the programs [14,15]. Constructor decomposition of order-sorted equational theories together with variant unification algorithms [16] are also used to decide satisfiability for the initial algebras of theory combinations that satisfy certain conditions [6]. That approach can be an inspiration source for finding new decidable fragments of matching logic. A first step for encoding the unification in matching logic has been done in [17].

Structure of the paper We recall the main concepts and results on order-sorted algebras and constrained constructor patterns in Section 2; these are needed to show how they are encoded in matching logic. In Section 3, we introduce matching logic in details, as it was recently proposed. We introduce a couple of matching logic theories needed to capture the order-sorted algebra and its initial semantics in Section 4. In Section 5 we use the CPC example to see the order-sorted matching logic theory at work in practice. In Sections 6 and 7, we describe a matching logic theory that completely specifies the constrained constructor patterns and their operations, including the canonical model. We conclude in Section 8.

2. Constructor decomposition of order-sorted equational theories

We review the basic concepts and key results about order-sorted algebras, abbreviated OSAs), following the standard approach in [18–20], and constructor decomposition of order-sorted equational theories following [1,2,20].

2.1. Order-sorted algebras

2.1.1. Sorts, signatures, and algebras

We use $S$ to denote a set of sorts, denoted $s$, $s_1$, $s_2$, .... A partial ordering $\leq \subseteq S \times S$ is called a \textit{subsort relation}. If $s_1 \leq s_2$, we say that $s_1$ is a \textit{subsort} of $s_2$. The subsort relation is extended to $S^* \times S^*$ as follows:

$$s_1 \ldots s_n \leq s'_1 \ldots s'_n \iff s_1 \leq s'_1, \ldots, s_n \leq s'_n.$$

We define the equivalence relation $\equiv_\leq$ by $\equiv_\leq = (\leq \cup \leq^+)$. An $\equiv_\leq$-equivalence class $[s]$ is called a \textit{connected component}.

We use $F = \{F_{s_1 \ldots s_n, s} \mid s_1, \ldots, s_n \in S\}$ to denote a $(S^* \times S)$-indexed set of \textit{operation symbols} or simply \textit{operations}. For each $f \in F_{s_1 \ldots s_n, s}$, we call $s_1, \ldots, s_n$ the argument sorts and $s$ the return sort. For $f \in \Sigma_{s_1 \ldots s_n, s}$, we also write it using the function notation:

$$f: s_1 \times \cdots \times s_n \to s.$$

When $n = 0$, we write $f \in F_{e, s}$ or $f: e \to s$ and call it a \textit{constant}. We use $[F]_{s_1 \ldots s_n, s}$ to denote the operation set given by

$$[F]_{s_1 \ldots s_n, s} = \bigcup_{s'_1 \in [s_1]} \cdots \bigcup_{s'_n \in [s_n]} F_{s'_1 \ldots s'_n, s'}. $$

An order-sorted signature is a tuple $(S, \leq, F)$. We say that $(S, \leq, F)$ is sensible if

$$s_1 \ldots s_n \equiv \leq s'_1 \ldots s'_n \text{ implies } s \equiv \leq s', \quad \text{for every } f \in F_{s_1 \ldots s_n, s} \cap F_{s'_1 \ldots s'_n, s'}. $$
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For the simplicity of presentation, we assume that $S$ and $F$ are finite sets. The results and methods in this paper can be applied to infinite sort and operation sets without technical difficulties.

Example 2.1. Let us define an order-sorted signature $(S, \leq, F)$ for lists and multisets of natural numbers (abbreviated NLM) as follows:

$$S = \{\text{Nat}, \text{List}, \text{MSet}, \text{NeMSet}\};$$

$$\leq = \{\text{Nat} < \text{List}, \text{Nat} < \text{NeMSet} < \text{MSet}\} \cup \varepsilon;$$

$F$ includes the following operation symbols:

$$\emptyset : \rightarrow \text{Nat}, \_\_ : \text{Nat} \rightarrow \text{Nat}, \text{plus} : \text{Nat} \times \text{Nat} \rightarrow \text{Nat};$$

$$\text{nil} : \rightarrow \text{List}, \_\_ : \text{List} \times \text{List} \rightarrow \text{List}, \text{len} : \text{List} \rightarrow \text{Nat};$$

$$\text{empty} : \rightarrow \text{MSet}, \_\_ : \text{MSet} \times \text{MSet} \rightarrow \text{MSet},$$

$$\_\_ : \text{NeMSet} \times \text{NeMSet} \rightarrow \text{NeMSet}.$$  

The above signature is sensible. Note that the operation $\_\_$ is overloaded.

Definition 2.2. Given an order-sorted signature $(S, \leq, F)$, an $(S, \leq, F)$-algebra or simply an algebra $A$ consists of:

- A carrier set $A_s$ for each $s \in S$ such that $s \leq s'$ implies $A_s \subseteq A_{s'}$;
- An operation interpretation $A_f : A_{s_1} \times \cdots \times A_{s_n} \rightarrow A_s$ for each $f : s_1 \times \cdots \times s_n \rightarrow s$; such that the following property holds:

  For any $f \in F_{s_1,\ldots,s_n} \cap F_{s'_1,\ldots,s'_n}$, $s_1 \equiv s'_1, \ldots, s_n \equiv s'_n, s \equiv s', s \equiv s'$
  
  and $(a_1, \ldots, a_n) \in (A_{s_1} \times \cdots \times A_{s_n}) \cap (A_{s'_1} \times \cdots \times A_{s'_n})$
  
  we have $A_f(s_1,\ldots,s_n)\equiv a_1,\ldots,a_n) = A_f(s'_1,\ldots,s'_n)\equiv a_1,\ldots,a_n)$$

Example 2.3. We define an example algebra for NLM in Example 2.1. The carrier sets are given as follows:

- $A_{\text{Nat}} = \mathbb{N}$.
- $A_{\text{List}} = \mathbb{N}^\ast$, which is the set of finite sequences over $\mathbb{N}$.
- $A_{\text{MSet}} = \mathbb{N}^{\mathbb{N}}$, which is the set of functions from $\mathbb{N}$ to $\mathbb{N}$. We use $\#$ to denote such functions, with the intuition that $\#(n)$ is the number of occurrences of $n$ in the multiset.
- $A_{\text{NeMSet}} = \mathbb{N}^{\mathbb{N}} \setminus \{\emptyset\}$, where $\emptyset$ is the function that returns 0 on all numbers.
- For every $n \in \mathbb{N}$, we also regard it as the one-element sequence that contains $n$.
- For every $n \in \mathbb{N}$, we also regard it as the function given as

$$\#_n(m) = \begin{cases} 1 & m = n \\ 0 & m \neq n \end{cases}$$

The last two bullets make sure that $A_{\text{Nat}} \subseteq A_{\text{List}}$ and $A_{\text{Nat}} \subseteq A_{\text{NeMSet}} \subseteq A_{\text{MSet}}$. The symbol interpretations are given as follows:

- $A_\emptyset = 0$.
- $A_\varepsilon$ is the function given by $A_\varepsilon(n) = n + 1$ for any $n \in \mathbb{N}$.
- $A_{\text{plus}}$ is the function given by $A_{\text{plus}}(m, n) = m + n$ for any $m, n \in \mathbb{N}$.
- $A_{\text{nil}}$ is the empty sequence.
- $A_{\_\_}$ is the concatenation of sequences.
- $A_{\text{len}}$ returns the length of a sequence.
- $A_{\text{empty}} = \emptyset$.
- $A_{\_\_} : \text{MSet} \times \text{MSet} \rightarrow \text{MSet}$ is the union of two multisets.
- $A_{\_\_} : \text{NeMSet} \times \text{NeMSet} \rightarrow \text{NeMSet}$ is the union of two nonempty multisets.

We call the above algebra the standard algebra of NLM, since all sorts and operations are interpreted in the expected way.
2.1.2. Terms and term interpretations

**Definition 2.4.** Let $V$ be a set of $S$-sorted variables $x, y, \ldots$, where the sort of $x$ is denoted $\text{sort}(x) \in S$. Let $T_{F,s}(V)$ be the set of $s$-sorted terms with variables in $V$, defined inductively by the following grammar (where $x \in V$, $\text{sort}(x) = s$, $f \in F_{s_1 \ldots s_n}$, $s' \leq s$, and $t_i \in T_{F,s_i}(V)$ for $1 \leq i \leq n$):

$$t_s ::= x \mid f(t_{s_1}, \ldots, t_{s_n})$$

Let $T_F(V) = \bigcup_{s \in S} T_{F,s}(V)$ be the set of all terms. The set $T_{F,s} = T_{F,s}(\emptyset)$ includes the ground terms of sort $s$ and $T_F = \bigcup_{s \in S} T_{F,s}$ includes all ground terms. An order-sorted signature $(S \leq F)$ is said to have nonempty sorts if $T_{F,s} \neq \emptyset$ for each $s \in S$. We say that $(S \leq F)$ is pre-regular if each $t \in T_F$ has a least sort $\text{ls}(t)$, which is the smallest element of $\{s \in S \mid t \in T_{F,s}\}$. In this paper, we assume that all sorts are nonempty and all signatures are pre-regular.

**Definition 2.5.** A valuation $\varrho : V \to A$ is a function such that $\varrho(x) \in A_{\text{sort}(x)}$ for all $x \in V$. The corresponding term interpretation $\tilde{\varrho} : T_F(V) \to A$ is defined as expected:

1. $\tilde{\varrho}(x) = \varrho(x)$ and
2. $\tilde{\varrho}(f(t_{s_1}, \ldots, t_{s_n})) = A_f(\tilde{\varrho}(t_{s_1}), \ldots, \tilde{\varrho}(t_{s_n}))$.

**Example 2.6.** Consider the signature NML in Example 2.1 and its standard algebra $A$ given as Example 2.3. Let $\varrho$ be a valuation such that $\varrho(x) = 0$, $\varrho(y) = 1$, $\varrho(s) = (1, 2, 3)$, $\varrho(X) = [1, 1, 2]$, where $x$ and $y$ have sort $\text{Nat}$, $s$ has sort $\text{List}$, and $X$ has sort $\text{MSet}$. The following are the interpretations of some NML terms:

- $\tilde{\varrho}(\text{plus}(x, y)) = 0 + 1 = 1$.
- $\tilde{\varrho}(\text{len}(x)) = A_{\text{len}}((1, 2, 3)) = 3$.
- $\tilde{\varrho}(\text{len}(xy)) = A_{\text{len}}((0)) = 1$.
- $\tilde{\varrho}(\text{XX}) = A_{\text{XX}}(\tilde{\varrho}(x), \tilde{\varrho}(y)) = A_{\text{XX}}([1, 1, 2], [1, 1, 2]) = [1, 1, 1, 1, 2, 2]$.
- $\tilde{\varrho}(\text{XX}) = A_{\text{XX}}(\tilde{\varrho}(x), \tilde{\varrho}(y)) = A_{\text{XX}}([0], [0]) = [0, 0]$.

**Remark 2.7.** If $t$ is a ground term (i.e., $V = \emptyset$), then we write $\text{eval}_A(t)$ or simply $\text{eval}(t)$ to denote the interpretation of $t$ in $A$.

2.1.3. Equations, equational specifications, equational deduction

Given an order-sorted signature $(S, \leq, F)$, an (unconditional) $(F-)equation$ is written $\forall V. t = t'$, where $t, t' \in T_{F,s}(V)$. A conditional $(F-)equation$ is written $\forall V. \bigwedge_{1 \leq i \leq n} t_i = t'_i \rightarrow t = t'$. An $A$-algebra validates an unconditional equation $\forall V. t = t'$ (resp., a conditional equation of the form $\forall V. \bigwedge_{1 \leq i \leq n} t_i = t'_i \rightarrow t = t'$), if $\tilde{\varrho}(t) = \tilde{\varrho}(t')$ for all $\varrho : V \to A$ (resp. $\tilde{\varrho}(t_i) = \tilde{\varrho}(t'_i)$ for all $1 \leq i \leq n$ implies $\tilde{\varrho}(t) = \tilde{\varrho}(t')$, for all $\varrho : V \to A$). For a conditional or unconditional equation $e$, we write $A \models_{\text{Alg}} e$ to indicate that $A$ validates $e$. We also say that $e$ holds in $A$.

**Example 2.8.** Let $A$ be the standard algebra for NML, as defined in Example 2.3. The following propositions hold:

- $A \models_{\text{Alg}} \forall x, y : \text{Nat}. \text{plus}(x, y) = \text{plus}(y, x)$.
- $A \models_{\text{Alg}} \forall l_1, l_2 : \text{List}. \text{plus}(\text{len}(l_1), \text{len}(l_2)) = \text{len}(l_1; l_2)$.
- $A \models_{\text{Alg}} \forall s_1, s_2 : \text{MSet}. s_1 \cdot s_2 = s_2 \cdot s_1$.

As we can see, equations can be used to restrict how algebras interpret symbols. Given a set $E$ of equations, called an equational specification, we write $A \models_{\text{Alg}} E$ to indicate that all (un)conditional equations in $E$ hold in $A$. In this case, we say that $A$ is an $E$-algebra.

On the other hands, equations can be used for formal derivation. An equational deduction system is a proof system that formally derives equational theorems from an equational specification. There are many equivalent definitions of equational deduction in the literatures. We use the following standard definition.

**Definition 2.9.** Equational deduction is inductively defined by the following 6 equational proof rules:

1. axiom: if $(\forall V. t = t') \in E$ then $E \vdash_{\text{Alg}} \forall V. t = t'$;
2. reflexivity: $E \vdash_{\text{Alg}} \forall V. t = t$;
3. symmetry: if $E \vdash_{\text{Alg}} \forall V. t = t'$ then $E \vdash_{\text{Alg}} \forall V. t' = t$;
4. transitivity: if $E \vdash_{\text{Alg}} \forall V. t = t'$ and $E \vdash_{\text{Alg}} \forall V. t' = t''$ then $E \vdash_{\text{Alg}} \forall V. t = t''$;
5. congruence: if $E \vdash_{\text{Alg}} \forall V. t_i = t_i'$ for $1 \leq i \leq n$ then $E \vdash_{\text{Alg}} \forall V. f(t_1, \ldots, t_n) = f(t_1', \ldots, t_n')$;
6. substitution: if \( E \vdash_{\text{Alg}} \forall V. t = t' \) and \( \theta: V \rightarrow T_F(U) \) then \( E \vdash_{\text{Alg}} \forall U. \theta(t) = \theta(t') \).

**Remark 2.10.** For the case when \( E \) includes conditional equations, the rules 1.axiom and 6.substitution must be replaced by 1'&6'. instantiation: if \( (\forall V. u_1 = v_1 \land \cdots \land u_n = v_n \rightarrow t = t') \in E \), \( \theta: V \rightarrow T_F(U) \), and \( E \vdash_{\text{Alg}} \forall U. \theta(u_1) = \theta(v_1), \ldots, E \vdash_{\text{Alg}} \forall U. \theta(u_1) = \theta(v_1) \) then \( E \vdash_{\text{Alg}} \forall U. \theta(t) = \theta(t') \).

Equational deduction is sound and complete.

**Theorem 2.11.** \( E \vdash_{\text{Alg}} \forall V. t = t' \) iff \( E \vdash_{\text{Alg}} \forall V. t = t' \).

1.4. (Quotient) term algebras and initial algebras

Given an algebra \( A \), a congruence \( R \) on \( A \) is a family of equivalence relations \( R_i \subseteq A \times A \) for each \( s \in S \), such that

- \( (a_i, b_i) \in R_i \) for \( 1 \leq i \leq n \) implies \( (A_f(a_1), \ldots, a_n), (A_f(b_1), \ldots, b_n) \in R_\theta, \) for each \( f \in F_{\tau_1, \ldots, \tau_n} \) and \( a_i, b_i \in A_{\tau_i}, 1 \leq i \leq n; \)
- if \( s \leq s' \) and \( a, b \in A_s \), then \( (a, b) \in R_s \) iff \( (a, b) \in R_{s'} \).

We use \( A/R \) to indicate the \( R \)-quotient algebra of \( A \), defined as follows:

- Carrier set \( A_{/R,s} = [a]_R \mid a \in A_s \) for each \( s \in S \), where \( [a]_R = \{ b \in A_s \mid (a, b) \in R \} \) is the \( R \)-equivalence class of \( a \in A_s \);
- Operator interpretation \( A_f/R,f: A_{/R,s_1} \times \cdots \times A_{/R,s_n} \rightarrow A_{/R,s} \) for each \( f \in F_{\tau_1, \ldots, \tau_n} \), defined by \( A_f/R,f([a_1]_R, \ldots, [a_n]_R) = [A_f([a_1], \ldots, a_n)]_R \) for all \([a_i]_R \in A_{/R,s_i}, 1 \leq i \leq n. \) The interpretation \( A_f/R,f \) is well-defined because \( R \) is a congruence.

Given an order-sorted signature \( (S, \leq, F) \), its term algebra is an algebra whose elements are the ground terms of \( (S, \leq, F) \) and whose operation interpretations are the operations in \( F \) themselves. Formally,

**Definition 2.12.** The \( F \)-term algebra is defined as follows:

1. Carrier set \( T_S = T_{F,S} \) for \( s \in S \), where \( T_{F,S} \) is the set of ground terms of sort \( s \).
2. Operator interpretation \( T_f: T_{F,S_1} \times \cdots \times T_{F,S_n} \rightarrow T_{F,S} \) for each \( f \in F_{\tau_1, \ldots, \tau_n} \), defined by \( t_{s_1}, \ldots, t_{s_n} \) for all \( t_{s_i} \in T_{F,S_i}, 1 \leq i \leq n \).

We use \( T_F \) to also denote the above \( F \)-term algebra.

Note that equational deduction generates a congruence on the term algebra \( T_F \).

**Proposition 2.13.** Let \( E \) be an equational specification. We define \( t \simeq_{E,S} t' \) to indicate that \( E \vdash_{\text{Alg}} \forall V. t = t' \), where \( t, t' \in T_{F,S} \). Let \( \simeq_E \) be the family of relations \( \simeq_{E,S} \). Then, \( \simeq_E \) is a congruence on the term algebra \( T_F \).

We abbreviate \([t]_{\simeq_E} \) as \([t]_E \) or simply \([t]_E \), which denotes the equivalent class of terms that are provably equal to \( t \). We also abbreviate \( t \simeq_{E,S} t' \) as \( t \equiv_E t' \) or simply \( t \equiv t' \). Let \( T_{F/E,S} = \{ [t]_E \mid t \in T_{F,S} \} \) and \( T_{F/E} = \bigcup_{S \in S} T_{F/E,S} \) be the sets of \( \simeq_E \)-equivalence classes (of sort \( s \) and of any sort).

The \((F, E)\)-quotient term algebra is the \( \simeq_E \)-quotient of the term algebra \( T_F \). Formally,

**Definition 2.14.** The \((F, E)\)-quotient term algebra, written \( T_{F/E} \), is defined as follows:

1. \( T_{F/E,S} \) is the carrier set for each \( s \in S \); and
2. \( T_{F/E,f}: T_{F/E,S_1} \times \cdots \times T_{F/E,S_n} \rightarrow T_{F/E,S} \) is the operation interpretation for each \( f \in F_{\tau_1, \ldots, \tau_n} \), defined as \( T_{F/E,f}([t_{s_1}], \ldots, [t_{s_n}]) = [f(t_{s_1}, \ldots, t_{s_n})] \) for all \([t_{s_i}] \in T_{F/E,S_i}, 1 \leq i \leq n \).

Term algebras and quotient term algebras are the canonical, concrete examples of initial algebras. We follow the standard definition of initial algebras, which is that of an initial object in the category of algebras. We first recall algebra morphisms:

**Definition 2.15.** For two \( F \)-algebras \( A \) and \( B \), an \( (algebra) \) morphism \( h: A \rightarrow B \) is a function such that \( h(A_f(a_1, \ldots, a_n)) = B_f(h(a_1), \ldots, h(a_n)) \) for all \( f \in F_{\tau_1, \ldots, \tau_n} \) and \( a_i \in A_{\tau_i}, 1 \leq i \leq n \). In addition, if the inverse \( h^{-1}: B \rightarrow A \) of \( h \) exists and is also a morphism, then \( h \) is an isomorphism and \( A \) and \( B \) are isomorphic, which are regarded as identical.

**Definition 2.16.** Let \((F, E)\) be an equational specification. An initial \((F, E)\)-algebra \( I \) is one such that for every \((F, E)\)-algebra \( A \), there exists a unique morphism \( h_A: I \rightarrow A \). When \( E = \emptyset \), we call \( I \) an initial \( F \)-algebra.
Theorem 2.17. If \( F \) is a sensible order-sorted signature, then the term algebra \( T_F \) is the initial \( F \)-algebra and the quotient term algebra \( T_{F/E} \) is the initial \((F, E)\)-algebra, unique up to isomorphism.

Equational specification \((F, E)\) states the existence of some data, operations, and equational properties. The initial \((F, E)\)-algebra \( T_{F/E} \) is then a “minimal” realization of the specification, in the sense that all its elements are representable by \( F \)-terms and it satisfies no other equations except those derived from \( E \).

2.2. Constructor decomposition of order-sorted equational theories

In this section, we review the constructor decomposition of order-sorted equational theories. A constructor decomposition of an order-sorted equational theory is defined based on the following ingredients:

11. Let \((S, \preceq, F, E \cup B)\) be an order-sorted equational theory, where \( E \cup B \) is a set of equations partitioned by \( E \) and \( B \):

(a) Equations in \( E \) are of the form \( \psi \rightarrow (u = v) \), where \( u \) and \( v \) have sorts that belong to the same connected component and \( \psi \) is a quantifier-free FOL formula built from \( F \)-terms and the equality symbol \( "=" \).

(b) Equations in \( B \) are unconditional and regular (i.e., the left- and right-hand sides are linear and include the same variables).

13. The oriented equation set \( \vec{E} = \{ \psi \rightarrow u \Rightarrow v | \psi \rightarrow (u = v) \in E \} \), as a rewriting theory, is convergent modulo \( B \) (i.e., it is sort-decreasing, strictly coherent, and operationally terminating).

14. The order-sorted signature \((S, \preceq, F)\) is \( B \)-pre-regular, i.e., for each \( u = v \) that is an instance of an equation in \( B \), the least sorts of \( u \) and \( v \) are the same: \( ls(u) = ls(v) \).

15. There is a sub-specification \((\Omega, E_\Omega \cup B_\Omega) \subseteq (F, E \cup B)\) of constructors, where \( E_\Omega \subseteq E \) and \( B_\Omega \subseteq B \).

16. The specification \((S, \preceq, \Omega, E \cup B)\) protects \((S, \preceq, \Omega, E_\Omega \cup B_\Omega)\), that is,

(a) for all \( t, t' \in T_\Omega \), \( t =_{B_\Omega} t' \) iff \( t =_{B} t' \),

(b) for all \( t \in T_\Omega \), \( t = t'_{E_\Omega, B_\Omega} \) iff \( t = t'_{E, B} \), where \( t'_{E, B} \) is the \( \vec{E} \)-normal form modulo \( B \) of \( t \), and

(c) \( C_{F,E,B}|_\Omega = C_{F_\Omega,E_\Omega,B_\Omega} \), where \( C_{F,E,B} \) is the canonical term algebra that contains \( B \)-equivalences classes of \( \vec{E}, B \)-irreducible ground \( F \)-terms (and similarly \( C_{F_\Omega,E_\Omega,B_\Omega} \)).

17. The rewriting theory \((S, \preceq, F, \vec{E})\) is sufficiently complete w.r.t. the signature \( \Omega \), i.e., (a) \( t'_{E, B} \in T_\Omega \) and (b) \( u \in T_\Omega \) and \( u =_{B} v \) implies \( v \in T_\Omega \).

The states specified by \((F_\Omega, E_\Omega \cup B_\Omega)\) have a minimal representation given by elements in the canonical algebra \( C_{F_\Omega/E_\Omega,B_\Omega} \), which are \( B_\Omega \)-equivalences classes. The symbols in \( F \setminus \Omega \) represent operations, over states, specified by \((E \cup B) \setminus (E_\Omega \cup B_\Omega)\). For instance, if a (component of a) state consists of lists, then \((F, E \cup B)\) could specify operations over lists. The partition \( E \cup B \) should be given such that the result of the operations can be efficiently computed with \( \vec{E} \) rewriting modulo \( B \). The above conditions ensure that the initial \((F, E \cup B)\)-algebra \( T_{F/E \cup B} \) is isomorphic with the canonical term algebra \( C_{E_\Omega/E_\Omega,B_\Omega} \). Since \( E_\Omega \cup B_\Omega \) has fewer equations, it is easier to reason in the canonical term algebra.

A constructor decomposition of an order-sorted equational theory is often written as \((\Omega, E_\Omega \cup B_\Omega) \subseteq (F, E \cup B)\).

3. Matching logic

We review the syntax, semantics, and proof system of matching logic, following [7,8,21,22].

3.1. Matching logic syntax

Matching logic is a uniform logic to specify and reason about mathematical domains, data structures, operations, and even programming languages semantics using formulas called patterns. The syntax of patterns is simple and has only 8 constructors (see Definition 3.1), including variables, symbols, application, propositional connectives, \( \exists \)-quantification, and the \( \mu \) operator that builds least fixpoints.

In the following, we fix two sets of variables \( EV \) and \( SV \). We call variables in \( EV \) element variables, denoted \( x, y, z, \ldots \), and variables in \( SV \) set variables, denoted \( X, Y, Z, \ldots \).

Definition 3.1. A matching logic signature \( \Sigma \) is a set whose elements are called symbols, denoted \( \sigma, \sigma', \sigma_1, \sigma_2, \ldots \). Let \( \Sigma \) be a matching logic signature. Let \textit{Pattern}(\( \Sigma \)) or simply \textit{Pattern} be the set of \( \Sigma \)-patterns, which are inductively defined by the following grammar:

\[
\varphi ::= \sigma \mid x \mid X \mid \varphi_1 \varphi_2 \mid \bot \mid \varphi_1 \rightarrow \varphi_2 \mid \exists x. \varphi \mid \mu X. \varphi
\]
where in \( \mu X. \varphi \) we require that \( \varphi \) is positive in \( X \), i.e., \( X \) is not nested in an odd number of times on the left-hand side of an implication \( \varphi_1 \rightarrow \varphi_2 \). This syntactic requirement is to make sure that \( \varphi \) is monotone with respect to the set \( X \), and thus the least fixpoint \( \mu X. \varphi \) exists.

We assume the standard notions of free variables, \( \alpha \)-equivalence, and capture-avoiding substitution. Specifically, we use \( \text{FV}(\varphi) \) to denote the set of (both element and set) variables that are free in \( \varphi \). We regard \( \alpha \)-equivalent patterns as identical. We write \( \varphi[x/X] \) (resp. \( \varphi[x]/X \)) for the result of substituting \( x \) (resp. \( X \)) in \( \varphi \), where bound variables are implicitly renamed to prevent variable capturing.

The following common constructs can be defined from the basic pattern syntax as syntactic sugar in the usual way:

\[
\neg \varphi \equiv \varphi \rightarrow \bot \quad \varphi_1 \lor \varphi_2 \equiv \neg \varphi_1 \rightarrow \varphi_2 \quad \varphi_1 \land \varphi_2 \equiv \neg (\neg \varphi_1 \lor \neg \varphi_2) \\
\top \equiv \neg \bot \quad \forall x. \varphi \equiv \neg \exists x. \neg \varphi \quad \nu X. \varphi \equiv \mu X. \neg \varphi[\neg X/X]
\]

We assume the standard precedence between the above constructs.

Pattern \( \varphi_1 \varphi_2 \) is called application, whose semantics we define in Section 3.2. We assume that application binds tighter than the other constructs, so, for example, \( \varphi_1 \varphi_2 \varphi_3 \) should be understood as \( \varphi_1 (\varphi_2 \varphi_3) \). We also assume that application is left associative, so we can write \( \cdots ((\varphi_1 \varphi_2) \varphi_3) \cdots \varphi_n \) as \( \varphi_1 \varphi_2 \varphi_3 \cdots \varphi_n \).

### 3.2. Matching logic semantics

Matching logic has a pattern matching semantics. The semantics of \( \varphi \) in a model \( M \) is a set \( |\varphi|_M \), whose elements are precisely those that match the pattern \( \varphi \).

In the following, we first define matching logic models.

**Definition 3.2.** Let \( \Sigma \) be a signature. A \( \Sigma \)-model, or simply a model, is a tuple \( (M, \_, \_, \{\sigma|_M\}_{\sigma \in \Sigma}) \) that contains:

- a nonempty carrier set \( M \),
- an application function \( \_ \_ : M \times M \rightarrow \mathcal{P}(M) \) where \( \mathcal{P}(M) \) is the power set of \( M \), and
- a symbol interpretation \( \sigma_M \subseteq M \) as a subset of \( M \), for each \( \sigma \in \Sigma \).

We often use \( M \) to denote the above model.

For notational simplicity, we extend \( \_ \_ \) from over elements to over sets, pointwisely, as follows:

\[
A \cdot B = \bigcup_{a \in A, b \in B} a \cdot b \quad \text{for } A, B \subseteq M
\]

Note that \( \emptyset \cdot A = A \cdot \emptyset = \emptyset \) for any \( A \subseteq M \).

**Definition 3.3.** Let \( M \) be a model. An \( M \)-valuation, or simply a valuation, is a mapping \( \rho : (EV \cup SV) \rightarrow (M \cup \mathcal{P}(M)) \) such that \( \rho(x) \in M \) for \( x \in EV \) and \( \rho(x) \subseteq M \) for \( x \in SV \). In other words, element variables are mapped to elements and set variables are mapped to subsets.

**Definition 3.4.** Given a model \( M \) and a valuation \( \rho \), we define pattern interpretation \( \_|_{M,\rho} \) as follows:

- \( \text{X}_{|_{M,\rho}} = \{|\rho(x)|\} \)
- \( \text{X}_{|_{M,\rho}} = \rho(X) \)
- \( \sigma_{|_{M,\rho}} = \sigma_M \)
- \( \varphi_1 \varphi_2 |_{M,\rho} = |\varphi_1|_{M,\rho} \cdot |\varphi_2|_{M,\rho} \)
- \( \neg \varphi_1 |_{M,\rho} = \emptyset \)
- \( \varphi_1 \rightarrow \varphi_2 |_{M,\rho} = M \setminus (|\varphi_1|_{M,\rho} \setminus |\varphi_2|_{M,\rho}) \)
- \( \forall x. \varphi |_{M,\rho} = \bigcup_{x \in X} |\varphi|_{M,\rho[\varphi/x]} \)
- \( \nu X. \varphi |_{M,\rho} = \text{Ifp}(A \mapsto |\varphi|_{M,\rho[A/X]}) \)

where \( \text{Ifp}(A \mapsto |\varphi|_{M,\rho[A/X]}) \) denotes the smallest set \( A \) (w.r.t. set inclusion) such that \( A = |\varphi|_{M,\rho[A/X]} \), whose existence is guaranteed by the Knaster-Tarski fixpoint theorem [23].

To give the reader better intuition about the semantics of patterns, we discuss two typical types of patterns: predicate patterns and functional patterns.

**Predicate patterns** Unlike FOL, matching logic patterns can be interpreted as any subsets of the carrier set. How do we represent the truth values “true” and “false” in matching logic? Following the convention in [7], we use the total set \( M \) to represent “true” and the empty set \( \emptyset \) to represent “false”. A pattern whose interpretation is either \( M \) or \( \emptyset \) is called a predicate pattern, or simply a predicate. Predicate patterns correspond to the formulas in FOL. They state propositions that either hold or fail.
**Functional patterns** Functional patterns correspond to the terms in FOL. A pattern is a functional pattern if its interpretation is a singleton set, including exactly one element. Since a functional pattern denotes, or is matched by, exactly one element, we often blur the distinction between elements (such as $a$) and singletons (such as $[a]$). The simplest functional pattern is an element variable $x$. More interesting examples can be built from symbols and application.

**Fixpoint patterns** Given a model $M$ and a valuation $\rho$, the fixpoint pattern $\mu X. \psi$ yields a function $F: \mathcal{P}(M) \rightarrow \mathcal{P}(M)$, defined by $F(A) = [\psi]_{\rho[A/X]}$ for all $A \subseteq M$. By the requirement that $\psi$ is positive in $X$ (Definition 3.1), we can prove that $F$ is a monotone function, whose unique least fixpoint $\mu F \subseteq M$ is exactly the valuation $[\mu X. \psi]_{M.\rho}$. Therefore, $\mu X. \psi$ is a direct, logical incarnation of the least fixpoints in powersets into matching logic patterns. More interestingly, the semantic rule in Definition 3.4 inspires an induction principle for reasoning about fixpoint patterns, which we discuss informally here and formalize in Section 3.3 as the proof rule (Knaster-Tarski). By Definition 3.4, to show that $[\mu X. \psi]_{M.\rho} \subseteq A$ for a set $A$, one only needs to show that $[\psi]_{M.\rho[A/X]} \subseteq A$; or written syntactically, to prove that $(\mu X. \psi) \rightarrow \psi_A$ for a pattern/property $\psi_A$, one only needs to prove that $\psi[\psi_A/X] \rightarrow \psi_A$. This general form of inductive reasoning is included in Section 3.3.

### 3.3. Matching logic proof system

**Definition 3.5.** A matching logic theory $(\Sigma, \Gamma)$ consists of a signature $\Sigma$ and a set $\Gamma$ of $\Sigma$-patterns, called axioms. We say that a model $M$ validates $(\Sigma, \Gamma)$, written $\Gamma \models M$, if for all $\psi \in \Gamma$ and valuations $\rho$, $[\psi]_{M.\rho} = M$. In other words, $M$ validates all axioms in $\Gamma$.

In the literatures, matching logic theories are also called matching logic specifications. A matching logic theory has two aspects. On one hand, it restricts the models by enforcing them to validate the axioms, as in Definition 3.5. On the other hand, it can be used to derive formal theorems that hold for all models of the specification by using the matching logic proof system.

Matching logic has a fixed Hilbert-style proof system that supports formal reasoning for all specifications $\Gamma$, shown in Fig. 1. We write $\Gamma \vdash \psi$ to mean that $\psi$ is a provable pattern from the axioms in $\Gamma$.

In the following, we review some important meta-theorems that can be proved about the proof system so as to give intuition about the types of formal reasoning that are supported in matching logic.

**Proposition 3.6.** Let $\Gamma$ be any specification. Then, the following propositions hold:

1. $\Gamma \vdash \psi$, if $\psi$ is a propositional tautology over patterns;
2. $\Gamma \vdash \psi_1$ and $\Gamma \vdash \psi_1 \rightarrow \psi_2$ imply $\Gamma \vdash \psi_2$;
3. $\Gamma \vdash \psi[y/x] \rightarrow \exists x.\psi$;
4. \( \Gamma \vdash \varphi_1 \rightarrow \varphi_2 \) and \( y \notin \text{FV}(\varphi_2) \) imply \( \Gamma \vdash (\exists y. \varphi_1) \rightarrow \varphi_2 \);
5. \( \Gamma \vdash \varphi = \varphi' \);
6. \( \Gamma \vdash \varphi_1 = \varphi_2 \) and \( \Gamma \vdash \varphi_2 = \varphi_3 \) imply \( \Gamma \vdash \varphi_1 = \varphi_3 \);
7. \( \Gamma \vdash \varphi_1 = \varphi_2 \) implies \( \Gamma \vdash \varphi_1 \subseteq \varphi_2 \);
8. \( \Gamma \vdash \varphi_1 = \varphi_2 \) implies \( \Gamma \vdash \psi[\varphi_1/x] = \psi[\varphi_2/x] \), known as the Leibniz’s law of equality.
9. \( \Gamma \vdash (\mu X. \varphi) = \varphi[\mu X. \varphi/X] \);
10. \( \Gamma \vdash \varphi[\psi/X] \rightarrow \psi \) implies \( \Gamma \vdash (\mu X. \varphi) \rightarrow \psi \); this proof rule is denoted (Knaster-Tarski);

where for (5)-(9) we naturally require that \( \Gamma \) defines equality (see Section 4.1).

Properties (1)-(4) capture standard FOL reasoning, (5)-(8) capture standard equational reasoning, and (9)-(10) provide standard fixpoint reasoning (cf. [24, Section 5]). Particularly, rule (9) states that \( \mu X. \varphi \) is a fixpoint, and thus it is the same after unfolding. Rule (10) characterizes an induction principle about \( \mu X. \varphi \), following the discussion in Section 3.2. As expected, \( \vdash \) is sound:

**Theorem 3.7.** For any \( \Gamma \) and \( \varphi \), we have \( \Gamma \vdash \varphi \) implies \( \Gamma \models \varphi \).

### 4. Basic matching logic theories

We define some basic matching logic theories in this section.

#### 4.1. Equality and membership

We define a matching logic theory for equality. Specifically, we define a predicate pattern \( \varphi = \varphi' \) that holds (i.e., equals to \( \top \)) iff \( \varphi \) equals to \( \varphi' \), in the sense that they are matched by the same elements. To do that, we introduce an important mathematical instrument called definedness. A definedness pattern \([\varphi]\) is a predicate pattern that holds iff \( \varphi \) is defined, that is, it is matched by at least one element.

In Fig. 2, we define a matching logic theory DEF that defines one symbol (written \( \text{def} \)) and one axiom called (Definedness). The definedness pattern \([\varphi]\) is defined as syntactic sugar of the application pattern (\( \text{def} \varphi \)), where \( \text{def} \in \Sigma \) is a matching logic symbol. Intuitively, (Definedness) states that every element \( x \) is defined. Indeed, \( x \) is always matched by one element and thus is defined, by definition.

Totality, on the other hand, is defined as \([\varphi] \equiv [\neg \neg \varphi] \). It holds whenever \( \varphi \) is matched by all elements, that is, it equals to \( \top \). Equality \( \varphi_1 = \varphi_2 \) and set inclusion \( \varphi_1 \subseteq \varphi_2 \) are defined from totality. Membership \( x \in \varphi \) has the same meaning as \( x \subseteq \varphi \), but we still write \( x \in \varphi \) as it fits well the intuition that \( x \) is an element in \( \varphi \).

#### 4.2. Natural numbers

We define a theory for natural numbers. The highlight of this definition is that we use the least fixpoint operator \( \mu \) to specify the set of natural numbers as the smallest set closed under \( \emptyset \) and \( \text{succ} \), which are the two constructors of natural numbers.

In Fig. 3, we define the matching logic theory NN for natural numbers. NN imports DEF and defines three new symbols: \( \mathbb{N} \) denotes the set of natural numbers; \( \text{zero} \) denotes the number zero; and \( \text{succ} \) denotes the successor function. Axiom (Nat Zero) states that zero is matched by exactly one element in \( \mathbb{N} \). Axiom (Nat Succ) states that for any \( x \) in \( \mathbb{N} \), \( \text{succ} x \) is an element in \( \mathbb{N} \). Axioms (Nat Succ.1) and (Nat Succ.2) state that zero, \( \text{succ zero} \), (\( \text{succ succ zero} \), ... are all distinct. Finally, (Nat Domain) defines \( \mathbb{N} \) as the smallest set \( D \) that includes zero and is closed under \( \text{succ} \), using the least fixpoint operator \( \mu \). Note that we have a 1-1 correspondence between the NN axioms and the Peano axioms (see, e.g., https://www.britannica.com/science/Peano-axioms).
4.3. Proposition The following hold for $M \vdash \text{NN}$:
1. By axiom (Nat Zero): $\text{zero}_M$ is a singleton, whose (unique) element we denote as $M\text{zero}_M \in \mathbb{N}_M$;
2. By (Nat Succ): for any $m \in \mathbb{N}_M$ there exists $\text{next}_M \in \mathbb{N}_M$ with $\text{succ}_M : \{m\} = \{\text{next}_M\}$; let $M\text{ succ}_M : \mathbb{N}_M \rightarrow \mathbb{N}_M$ be the (unique) function such that $M\text{ succ}_M(m) = \text{next}_M$;
3. By (Nat Succ.1) and (Nat Succ.2): $M\text{ succ}_M(M\text{zero}_M) \neq M\text{zero}_M$ and $M\text{ succ}_M$ is injective;
4. By (Nat Domain): $\mathbb{N}_M = \{M\text{zero}_M, M\text{ succ}_M(M\text{zero}_M), \ldots\}$;
5. Thus, $(\mathbb{N}_M, M\text{zero}_M, M\text{ succ}_M)$ is standard natural numbers.

As a notational convention, we write $\text{zero}_M$ and $\text{succ}_M$ for the (set-theoretic) symbol interpretations and $M\text{zero}_M$ and $M\text{ succ}_M$ for the FOL-style functions derived as above. We shall revisit this convention when we define sorts in Section 4.3.

4.3. Sorts

Matching logic is unsorted, but there is a systematic and extensible way to axiomatically define arbitrary sorting structures, following the “sort-as-predicate” paradigm.

In matching logic, a sort $s$ is associated with its inhabitants, which are elements “of sort $s$”. Formally, let $s$ be a symbol that represents the name of the sort. We define a symbol $\text{inh}$, called the inhabitant symbol, and use the application pattern $(\text{inh} s)$, written $\bar{s}$, to obtain the actual inhabitant set of $s$.

In Fig. 4, we define the matching logic theory SORT that provides support for handling sorts. SORT does not define any concrete sorts but only the generic infrastructure. It defines $\text{inh}$ and also a symbol $\text{Sort}$, which is the set of all sort names. Then, it introduces some common notations for sorts, such as sorted negation and sorted quantification. In particular, the “typing” construct $\varphi : s$ states that $\varphi$ is an element of sort $s$.

SORT is a generic theory that is imported whenever simple sorts are desired. Note that the actual meaning of an element having a sort is open for interpretation and is entirely determined by (user-provided) axioms.
4.3.1. The sort of natural numbers

We extend the theory NN for natural numbers by adding an explicit sort Nat, as in Fig. 5. Intuitively, (Nat Sort) states that Nat is an inhabitant of Sort. (Nat) states that the inhabitant set of Nat equals \( \mathbb{N} \), which is the set of natural numbers defined in Section 4.2. The other four axioms define the Peano addition and multiplication of natural numbers, where we use the sorted quantification (Specification 4).

Recall that in NN, we already define \( \mathbb{N} \) as the set of all natural numbers and the two constructors zero and succ. Therefore, we simply let NN import NN. Axiom (Nat Sort) specifies that Nat is a sort. Axiom (Nat) specifies its inhabitant using \( \mathbb{N} \). The remaining four axioms are the standard axioms that define the addition and multiplication of natural numbers. We point out that some axioms in the original specification NN can be rewritten using the notations defined in SORT to simpler forms as follows:

\[
\begin{align*}
(\text{Nat Sort}) & \quad \text{Nat} : \text{Sort} \\
(\text{Nat}) & \quad \top = \mathbb{N} \\
(\text{Nat Plus.1}) & \quad \forall x. \text{Nat plus } x \text{ zero } = x \\
(\text{Nat Plus.2}) & \quad \forall x, y. \text{Nat plus } x \text{ (succ } y) = \text{ succ } (\text{ plus } x y) \\
(\text{Nat Mult.1}) & \quad \forall x. \text{Nat mult } x \text{ zero } = \text{ zero} \\
(\text{Nat Mult.2}) & \quad \forall x, y. \text{Nat mult } x \text{ (succ } y) = \text{ plus } x \text{ (mult } x y) \\
(\text{Nat Succ.1}) & \quad \forall x. \text{Nat succ } x = \text{ succ } x \\
(\text{Nat Succ.2}) & \quad \forall x, y. \text{Nat succ } x = \text{ succ } y \rightarrow x = y
\end{align*}
\]

Remark 4.2. We point out that the sorted quantification axioms do not restrict \( s \) to be only applicable within Nat. The pattern \( s x \) when \( x \) is outside the domain of Nat is still a well-formed pattern, whose semantics is not specified by the theory of natural numbers, but can be specified by other theories. For example, the theory of real numbers may re-use \( s \) and overload it as the increment-by-one function on reals. The theory of bounded arithmetic may re-use and overload \( s \) as the successor "function", which is actually a partial function and is undefined on the maximum value. The theory of transition systems may re-use and overload \( s \) as the successor "function", which is actually the underlying transition relation, and \( s x \) yields the set of all next states of the state \( x \). In the last two cases, \( s \) is no longer a function because it is not true that \( s x \) always returns one element. Therefore, if we use not the sorted quantification axiom but the unsorted one, we cannot re-use \( s \) in the theories of bounded arithmetic or transition systems, without introducing inconsistency. Thus, by using sorted quantification for \( s \) in the theory of natural numbers, we do not restrict but actually encourage the re-use and overloading of \( s \) in other theories. On the other hand, ML is expressive enough if one wants to allow a restricted use of a symbol. For instance, if we want to restrict the use of \( s \) only to Nat, then we can add the axiom \( \forall x. [s x] \rightarrow x \in \top \).

Theory NAT captures precisely natural numbers in the following sense. Let \( M \) be any model that validates NAT, i.e., \( M \models \text{NAT} \). Let \( M_{\text{Nat}} = \models \top_{\text{Nat}} \) be the inhabitant set of Nat in \( M \). Let \( \emptyset_M \) be the interpretation of \( \emptyset \) in \( M \). By axiom (Nat Zero), \( \emptyset_M \) is a singleton set, whose only element we (ambiguously) denote as \( \emptyset \); we have \( \emptyset \in M_{\text{Nat}} \). For any \( n \in M_{\text{Nat}} \), variable \( x \), and valuation \( \rho \) with \( \rho(x) = n \), \( [\text{succ } x]_{M,\rho} \) is a singleton set by axiom (Nat Succ), whose only element we denote as \( s(n) \); in other words, \( s : M_{\text{Nat}} \rightarrow M_{\text{Nat}} \) is a function. Similarly, plus and mult yield two functions \( \text{plus}, \text{mult} : M_{\text{Nat}} \times M_{\text{Nat}} \rightarrow M_{\text{Nat}} \), respectively.

Proposition 4.3. Under the above notations, \( (\mathbb{N}, 0, 1, +, \times) \cong (M_{\text{Nat}}, \emptyset, s(\emptyset), \text{plus}, \text{mult}) \).

NAT is an important example that shows how to use the generic sorting infrastructure in SORT to axiomatically define sorts and operations. The sort Nat of natural numbers will also be imported and used by the specification of tuples (Section 4.3.3) to define tuple projection. It is tempting to "generalize" the notation \( \varphi : s \) in SORT to something like \( \varphi : s_1 \times \cdots \times s_n \rightarrow s \), so that axioms like (Nat Succ) above, which are very common, can be written more compactly and
intuitively as $\text{succ} : \text{Nat} \to \text{Nat}$. However, we refrain from doing it now because there is a better solution, based on function sorts, which we discuss in Section 4.3.4.

Finally, axiom $(\text{Nat Domain})$ is an example of capturing inductive domains using least fixpoint patterns. Our definition of the initial algebra semantics, which we start to define in Section 5, shares the same idea with $(\text{Nat Domain})$.

$\text{Nat}$ is self-explanatory. With the notations introduced in $\text{SORT}$, the axioms are highly readable and there is little "encoding cost" to handle sorts in (unsorted) matching logic.

Like in Section 4.2, we define $M_{\text{Sort}} = |\text{Sort}|_M$ and $M_{\text{Nat}} = |\text{Nat}|_M$ as the carriers of $\text{Sort}$ and $\text{Nat}$, respectively. This way, $M_{\text{zero}} \in M_{\text{Nat}}$ and $M_{\text{succ}} : M_{\text{Nat}} \to M_{\text{Nat}}$ build all natural numbers; $M_{\text{plus}}$ and $M_{\text{mult}}$ (defined similarly) are the standard natural number addition and multiplication.

Besides $\text{Nat}$, we also define a sort $\text{NzNat}$ for nonzero (i.e., positive) natural numbers. Its axiom, $(\text{NzNat})$, has a strong matching logic flavor, where we apply $\text{succ}$ to the entire carriers of $\text{Nat}$. Finally, we define the natural numbers $0, 1, 2, \ldots$ as notations so we can use them as is.

4.3.2. Sorts of pairs

For any sorts $s_1$ and $s_2$, we define the $\text{pair} \text{ sort}$, written Pair $s_1 \ s_2$ or $s_1 \oplus s_2$. Here, Pair is a symbol that serves as a sort constructor. We also define pair as the pair constructor and $\text{fst, snd}$ as pair destructors. The pair of $x_1$ and $x_2$ is computed by $\text{pair} \ x_1 \ x_2$, often written $(x_1, x_2)$. These are formalized in the matching logic theory given in Fig. 6, denoted $\text{PAIR}$.

Intuitively, $(x_1, x_2)$ is the pair of $x_1$ and $x_2$. If $x_1$ has sort $s_1$ and $x_2$ has sort $s_2$, then by $(\text{PAIR})$, $(x_1, x_2)$ is an element of sort $s_1 \oplus s_2$. $(\text{Pair Sort})$ states that $s_1 \oplus s_2$ is a sort when $s_1$ and $s_2$ are sorts in $\text{Sort}$. Hence, we can have nested product sorts such as $s_1 \oplus (s_2 \oplus s_3)$ where $s_1, s_2, s_3$ are sorts in $\text{Sort}$. This allows us to define (finite) tuple sorts (Section 4.3.3). $(\text{Pair Fst})$ and $(\text{Pair Snd})$ define the destructors $\text{fst}$ and $\text{snd}$. $(\text{Pair Inj})$ states that two pairs are equal only if their corresponding components are equal. Finally, $(\text{Pair Domain})$ states that the inhabitant set of $s_1 \oplus s_2$ is the set of all pairs $(x_1, x_2)$, with $x_1$ of sort $s_1$ and $x_2$ of sort $s_2$.

Like in Propositions 4.1 and 4.3, we formalize the above intuition by considering a model $M \models \text{PAIR}$, where $M_{\text{pair}}, M_{\text{fst}}, M_{\text{snd}}, M_{\text{pair}} \subseteq M$ are the corresponding symbol interpretations. Recall that we let $M_{\text{Sort}} = M_{\text{inh}} \times M_{\text{Sort}}$ be the inhabitant set of $\text{Sort}$ that includes all sort names in $M$. Then for each $s \in M_{\text{Sort}}$, let the set $M_s = M_{\text{inh}} \times \{s\}$ be the inhabitant set of $s$ in $M$.

**Proposition 4.4.** Under the above conditions and notations, the following properties hold:

1. By $(\text{Pair Sort})$: for $s_1, s_2 \in M_{\text{Sort}}, M_{\text{pair}} \times \{s_1\} \times \{s_2\}$ is a singleton, whose (unique) element we denote $s_1 \otimes M s_2$; then we have $s_1 \otimes M s_2 \in M_{\text{sort}}$; intuitively, $s_1 \otimes M s_2$ is the pair sort of $s_1$ and $s_2$.
2. By $(\text{Pair})$: for $s_1, s_2 \in M_{\text{sort}}, x_1 \in M_{s_1}$, and $x_2 \in M_{s_2}$, $M_{\text{pair}} \times \{x_1\} \times \{x_2\}$ is a singleton, whose (unique) element we denote $(x_1, x_2)_M$; then we have $(x_1, x_2)_M \in M_{s_1 \otimes M s_2}$.
3. Like in Propositions 4.2 and 4.3.1, let $M_{\text{fst}} : M_{s_1 \otimes M s_2} \to M_{s_1}$ and $M_{\text{snd}} : M_{s_1 \otimes M s_2} \to M_{s_2}$ be such that $M_{\text{fst}} \times \{y\} = M_{\text{fst}} \times \{y\}$ and $M_{\text{snd}} \times \{y\} = M_{\text{snd}} \times \{y\}$, for any $s_1, s_2 \in M_{\text{sort}}$ and $y \in M_{s_1 \otimes M s_2}$.
4. By $(\text{Pair Fst} / \text{Snd} / \text{Inj})$: for $s_1, s_2 \in M_{\text{sort}}, x_1, y_1 \in M_{s_1}$, and $x_2, y_2 \in M_{s_2}$, we have $M_{\text{fst}}((x_1, x_2)_M) = x_1, M_{\text{snd}}((x_1, x_2)_M) = x_2$, and $(x_1, x_2)_M = (y_1, y_2)_M$ implies $x_1 = y_1, (i = 1, 2)$;
5. $M_{s_1 \otimes M s_2} \subseteq \{(x_1, x_2)_M | x_1 \in M_{s_1}, x_2 \in M_{s_2}\}$.
6. Then, $M_{s_1 \otimes M s_2}$ is exactly the Cartesian product $M_{s_1} \times M_{s_2}$ of $M_{s_1}$ and $M_{s_2}$, for $s_1, s_2 \in M_{\text{Sort}}$.

3.3. Sorts of tuples

Tuples are defined as nested pairs. Let TUPLE be the matching logic theory given in Fig. 7, which imports PAIR and defines a symbol $\text{proj}$ called projection, taking as input a number $n$ and a tuple and returning its $n$th component. Formally, $\pi_i \varphi \equiv \text{proj} i \varphi$, for $i \geq 1$, where we use the notations for natural numbers defined in the theory NAT given in Fig. 5.
theory TUPLE Imports: PAIR, NAT
Symbols: proj
Notations: 
\[(\psi_1, \psi_2, \ldots, \psi_n) = (\psi_1', \psi_2', \ldots, \psi_n')\]
\[s_1 \oplus s_2 \oplus \cdots \oplus s_n = s_1 \oplus (s_2 \oplus \cdots \oplus s_n)\]
Axioms: // all axioms are quantified by "\forall s_1, s_2: Sort"

- [PROOF FIRST] \(\forall x_1: s_1, \forall x_2: s_2, (\text{proj 1} (x_1, x_2)) = x_1\)
- [PROOF REST] \(\forall x_1: s_1, \forall x_2: s_2, \forall n: \text{Nat}.\)

\((\text{proj } (\text{success } n) (x_1, x_2)) = \text{proj } n x_2\)
endtheory

Fig. 7. TUPLE.

theory FUNCTION Imports: SORT
Symbols: Function
Notations: \(s_1 \oplus s_2 = \text{Function } s_1 s_2\)
Axioms: // all axioms are quantified by "\forall s_1, s_2: Sort"

- [FUNC SORT] \((s_1 \oplus s_2): \text{Sort}\)
- [FUNC DOMAIN] \((s_1 \oplus s_2) = \exists f. f \land (\forall x: s_1. (f x): s_2)\)
- [FUNC EXT] \(\forall f, g: s_1 \oplus s_2. (\forall x: s_1. f x = g x) \rightarrow f = g\)
endtheory

Fig. 8. FUNCTION.

<table>
<thead>
<tr>
<th>arity of (f)</th>
<th>function sort</th>
<th>axiomatizing (f) is a function</th>
<th>applying (f) on argument(s)</th>
</tr>
</thead>
<tbody>
<tr>
<td>nullary</td>
<td>Unit (\oplus s)</td>
<td>(f: \text{Unit } \oplus s)</td>
<td>(f()), which equals (f)</td>
</tr>
<tr>
<td>unary</td>
<td>(s_1 \oplus s)</td>
<td>(f: s_1 \oplus s)</td>
<td>(f(x))</td>
</tr>
<tr>
<td>multary</td>
<td>(s_1 \oplus \cdots \oplus s_n \oplus s)</td>
<td>(f: s_1 \oplus \cdots \oplus s_n \oplus s)</td>
<td>(f(x_1, \ldots, x_n))</td>
</tr>
</tbody>
</table>

Table 1
Handling functions in matching logic.

Remark 4.5. Following the notations in Proposition 4.4, for a model \(M \models \text{TUPLE}\), we write \((x_1, \ldots, x_n)_M \in M_{s_1} \oplus M_{s_2} \cdots \oplus M_{s_n}\) for the tuple of \(x_1 \in M_{s_1}, \ldots, x_n \in M_{s_n}\). Then, \(M_{s_1} \oplus \cdots \oplus M_{s_n}\) is exactly the Cartesian product \(M_{s_1} \times \cdots \times M_{s_n}\) of sets \(M_{s_1}, \ldots, M_{s_n}\), for \(s_1, \ldots, s_n \in M_{\text{SORT}}\).

4.3.4. Sorts of functions
For any sorts \(s_1\) and \(s_2\), we define the function sort, written \(\text{Function } s_1 s_2\) or \(s_1 \oplus s_2\), where \(\text{Function}\) is a symbol that serves as a sort constructor. Let \(\text{FUNCTION}\) be Specification 8.

Note that we do not explicitly define the constructors of function sorts. Instead, we axiomatize the behaviors of a function. Indeed, axiom (FUNC DOMAIN) states that a “function” \(f\) of sort \(s_1 \oplus s_2\) is one such that for any \(x\) of sort \(s_1\), \((f x)\) has sort \(s_2\). Axiom (FUNC EXT) states that two functions \(f\) and \(g\) of sort \(s_1 \oplus s_2\) are equal iff they are behavioral equivalent, i.e., they return the same values on all arguments of sort \(s_1\).

When importing both FUNCTION and TUPLE, we can use \(s_1 \oplus \cdots \oplus s_n \oplus s\) to denote the sort for all functions from \(s_1, \ldots, s_n\) to \(s\), and write the pattern/axiom \(f: s_1 \oplus \cdots \oplus s_n \oplus s\) to specify that \(f\) is a multary function from \(s_1, \ldots, s_n\) to \(s\).

Multary and nullary functions can be reduced to unary functions. A multary function from sorts \(s_1, \ldots, s_n\) to \(s\) is a unary function of the function sort \(s_1 \oplus \cdots \oplus s_n \oplus s\). A nullary function \(c\) of sort \(s\) is a unary function from the unit sort \(\text{Unit}\) to \(s\), where \(\text{Unit}\) is a special sort with exactly one element \(\text{unit}\) that is the right identity of application, i.e., \(c(\text{unit})\) is always equal to \(c\). These are summarized in Table 1.

In the rest of the paper, when we discuss functions, we feel free to mention only the multary cases, where the nullary and unary cases are implicitly covered in the sense described above. For example, when we say that \(f: s_1 \oplus \cdots \oplus s_n \oplus s\) is a function, it should be understood that \(f\) can be a nullary function (when \(n = 0\)), or a unary function (when \(n = 1\)), or a multary function (when \(n \geq 2\)), written as \(\text{Unit } \oplus s\), \(s_1 \oplus s\), and \(s_1 \oplus \cdots \oplus s_n \oplus s\), respectively. For a symbol \(f\), we can write the following axioms/patterns: \(f: \text{Unit } \oplus s\), \(f: s_1 \oplus s\), and \(f: s_1 \oplus \cdots \oplus s_n \oplus s\).

We put everything in the \(\text{SORT}^{++}\) theory (Fig. 9), which includes a systematic way to represent functions of any arity using a uniform and familiar notation as summarized in Table 1.

The following proposition characterizes the behavior of a function.
We first define a matching logic theory that captures:

- the semantics of order-sorted equational specifications: we show that there is a mapping from matching logic models to the corresponding order-sorted algebras; and
- equational (formal) reasoning: formal proofs that are carried out by the equational deduction system can be reproduced by the matching logic proof system.

4.4. Relations

In matching logic, a binary relation \( R \) can be represented by a pattern that is matched by the pairs of all elements that are in relation \( R \). Since we need to define later various relations, like \( \equiv_e \), \( \rightarrow^* \), we introduce the theory REL in Fig. 10, which specifies the inverse of a relation and the composition of two relations. The axioms for the identity relation \( idRel \) will be added by the importing theory.

5. Capturing order-sorted equational specifications and their initial semantics in matching logic

In this section, we show that the order-sorted equational specification and its initial semantics can be internalized (captured) within matching logic. By "internalization" ("capturing") we mean that the main concepts and reasoning mechanism from order-sorted framework are represented as patterns, theories, axioms, and formal proofs in matching logic. The technical results in this section are obtained by extending the approach in [12].

Axioms:

\[
\begin{align*}
R^{-1} &= \text{idRel} R \\
R_1 \circ R_2 &= \text{composeRel} R_1, R_2
\end{align*}
\]

endtheory

Fig. 10. REL.

Proposition 4.6. The following holds for any \( n \geq 0 \):

\[
\begin{align*}
\text{SORT}^{++} &\vdash \forall s_1, \ldots, s_n : \text{Sort}. \\
&\quad (f : s_1 \otimes \cdots \otimes s_n \otimes s) \rightarrow (\forall 1 \leq i \leq n : s_i, f(x_1, \ldots, x_n) : s)
\end{align*}
\]

Remark 4.7. In the rest of the paper, we use the following pattern/axiom to define a function from \( s_1, \ldots, s_n \) to \( s \):

\[
\begin{align*}
\text{(FUNCTION)} &\quad f : s_1 \otimes \cdots \otimes s_n \otimes s
\end{align*}
\]

Following the same idea as in Proposition 4.1, \( f \) derives a function \( M_f : M_{s_1} \times \cdots \times M_{s_n} \rightarrow M_s \) in any given model \( M \) that satisfies the axiom (FUNCTION). When \( n \) is 0, 1, or \( \geq 2 \), \( M_f \) is a constant, a unary function, or a multary function of arity \( n \), respectively.
Fig. 11. EQSPEC(\(S, \leq, F, E\)).

Then, we further extend our matching logic theories of order-sorted algebras to those of the initial algebras, and thus capturing the initial algebra semantics. The extension is given by capturing the quotient term algebras, which are the typical examples of initial algebras of equational specifications.

5.1. Capturing order-sorted equational specifications

Let \((S, \leq, F, E)\) be an order-sorted equational specification. For the sake of presentation we consider only unconditional equations here, but the results can be easily extended to the conditional equations. We add remarks describing what modifications are needed in the matching logic specifications in order to get this extension. In Fig. 11, we show the corresponding matching logic theory. The main components of the theory are listed in the following.

1. Each sort \(s \in S\) is declared as a matching logic symbol of sort \(\text{Sort}\);
2. For each sort \(s\), we add the "nonempty carrier set" axiom \(T_s \neq \bot\), since we are working with nonempty sorts;
3. For each sorts \(s, s'\) with \(s \leq s'\), we define the subsorting axiom \(T_s \subseteq T_{s'}\);
4. For each operation \(f \in F_{s_1, ..., s_n, s}\), we define the corresponding axiom \(f : s_1 \otimes \cdots \otimes s_n \otimes \top\);
5. Equations are wellformed matching logic patterns themselves, thanks to the notations defined in Section 4.1;
6. The equivalence relation \(\equiv\) is represented by the symbol \(\text{ConnComp}\) and its corresponding axiom (ConnComp);
7. We define two auxiliary sorts \(\text{SigOps}\) and \(\text{SigArgs}\) for the operations in \((S, F)\) and their argument tuples, respectively; with these sorts, we can quantify over operations and their arguments as \(\forall f : \text{SigOps} \wedge \forall y : \text{SigArgs}\).

If \(E = \emptyset\), then we simply write \(\text{EQSPEC}(S, \leq, F)\) for \(\text{EQSPEC}(S, \leq, F, \emptyset)\).

Next, we define the model transformation \(\alpha\) that maps any matching logic model of \(\text{EQSPEC}(S, \leq, F)\) to its corresponding \((S, \leq, F)\)-algebra.

**Definition 5.1.** Let \(M \models \text{EQSPEC}(S, \leq, F)\) be a matching logic model. We define the derived \(F\)-algebra \(A = \alpha(M)\) as follows:

1. for \(s \in S\), the carrier set \(A_s = M_s\), where \(M_s\) is the inhabitant set of \(s\) in \(M\) (i.e., the evaluation \(\models T_s\));
2. for \(f \in F_{s_1, ..., s_n, s}\), the operation interpretation \(A_f = M_f\).

To show that \(\alpha(M)\) is a well-defined order-sorted algebra, we need to show that if

(a) \(f \in F_{s_1, ..., s_n, s} \cap F_{s'_1, ..., s'_n, s'}\), \(s_i \in [s]\), 1 \(\leq i \leq n\), \(s' \in [s]\)

and

(b) \((a_1, ..., a_n) \in (A_{s_1} \times \cdots \times A_{s_n}) \cap (A_{s'_1} \times \cdots \times A_{s'_n})\)

then

\(A_f(s_1, ..., s_n) = A_f(s'_1, ..., s'_n)(a_1, ..., a_n)\).

However, the above is a direct consequence of the following two axioms: \(f : s_1 \otimes \cdots \otimes s_n \otimes \top\) and \(f : s'_1 \otimes \cdots \otimes s'_n \otimes s'\), which are equivalent to
∀x_1 : s_1, ..., x_n : s_n, ∃y : s. f(x_1, ..., x_n) = y

and

∀x'_1 : s_1, ..., x'_n : s_n, ∃y' : s'. f(x'_1, ..., x'_n) = y'.

where we obtain x_1 = x'_1, ..., x_n = x'_n imply f(x_1, ..., x_n) = f(x'_1, ..., x'_n) from. Note that no additional constraints on signature are required.

The next result shows that the semantics is properly captured:

**Theorem 5.2.** Let $M \models EQSPEC(S, \leq, F, E)$ and $\alpha(M)$ be the derived F-algebra. For any F-equation $e$, $M \models e$ iff $\alpha(M) \models_{\text{Alg}} e$. In particular, $\alpha(M)$ is an $(F, E)$-algebra.

**Proof Sketch.** Firstly, note that $M$ and $A = \alpha(M)$ interpret all terms in the same way. Indeed, given an $A$-valuation $\rho : V \rightarrow A$, there is an equivalent matching logic valuation $\bar{\rho}$ such that $\rho(x) = [\bar{\rho}(x)]$ for all $x \in A_{\text{sort}(x)}$. Under these two equivalent valuations, any term $t \in T_F(V)$ is interpreted the same in both models $M$ and $A = \alpha(M)$.

Let $e$ be any $F$-equation $\forall V. t = t'$, where $V = \{x_1, ..., x_n\}$ is a set of sorted variables. According to definition, equation $\forall V. t = t'$ is translated to matching logic pattern using sorted quantification: $\forall x_1 : \text{sort}(x_1), ..., x_n : \text{sort}(x_n). t = t'$. Thus, only matching logic valuations that map the variables $x_1, ..., x_n$ to their intended sorts matter. Thus, we have the following reasoning:

$$M \models \forall V. t = t'$$

iff $|t|_{\rho} = [t']_{\bar{\rho}}$ for all $M$-valuation $\rho$ such that $\rho(x_i) \in M_{s_i}, 1 \leq i \leq n$

iff $\bar{\rho}(t) = \bar{\rho}(t')$ for all $\alpha(M)$-valuation $\bar{\rho}$

iff $\alpha(M) \models_{\text{Alg}} \forall V. t = t'$.

According to specification $EQSPEC(S, \leq, F, E)$, we have $M \models e$ for all $e \in E$. Therefore, $\alpha(M) \models_{\text{Alg}} e$ for all $e \in E$, and thus $\alpha(M)$ is an $(F, E)$-algebra. $\square$

Moreover, the equational reasoning is captured by the matching logic reasoning:

**Theorem 5.3.** For any equational specification $E$ and any equation $e$, the following are equivalent:

1. $E \models e$
2. $E \models_{\text{Alg}} e$
3. $\alpha(E) \models_{\text{Alg}} e$
4. $\alpha(E) \models_{\text{Alg}} e$

**Proof Sketch.** We prove that (1) $\implies$ (2) $\implies$ (3) $\implies$ (4) $\implies$ (1). Note that (1) $\implies$ (2) is by the soundness of matching logic proof system. (2) $\implies$ (3) is by Theorem 5.2. (3) $\implies$ (4) is by the completeness of equational deduction. And (4) $\implies$ (1) is by the fact that equational deduction can be reproduced by using matching logic proof system. $\square$

**Remark 5.4.** All results proved in this subsection hold as well if $E$ includes conditional equations and the theory $EQSPEC(S, \leq, F, E)$ includes an axiom

$$\forall V. u_1 = v_1 \land \cdots \land u_n = v_n \rightarrow t = t'$$

for every equation $\forall V. u_1 = v_1 \land \cdots \land u_n = v_n \rightarrow t = t'$ in $E$.

### 5.2. Capturing initial algebra semantics

We define a matching logic theory that captures the term algebra defined by the order-sorted signature, then we refine this theory by adding an axiomatization of the $E$-equality, for given equations $E$. The term algebra theory is defined following the famous “no confusion, no junk” slogan.

The theory $\text{NOCONFUSION}(S, F)$ in Fig. 12 has two axioms. (DISTINCT FUNCTION) states that distinct operations are indeed different functions symbols. (No Confusion) defines no-confusion using one pattern.

The matching logic specification for the “no junk” part is split in two theories: $\text{TERM}(S, \leq, F)$ (Fig. 13), which axiomatizes the set of terms, and $\text{NOJUNK}(S, \leq, F)$, which adds to $\text{TERM}$ the (No Junk) axiom (see Fig. 14). The axiom (TERM)
\begin{figure}[ht]
\centering
\begin{tabular}{|c|}
\hline
theory NOCONFUSION(S, F) \\
\hline
\begin{enumerate}
\item[(DISTINCT FUNCTION)] f \neq f' \text{ for distinct operation } f, f' \in F \\
\item[(NO CONFUSION)] \forall f, f': \text{SigOps.} \text{ Vargs.} \text{ args':} \text{ SigArgs.} \\
\quad (f \text{ args}) = \langle f' \text{ args'} \rangle \rightarrow f = f' \wedge \text{args} = \text{args'}
\end{enumerate}
\hline
\end{tabular}
\caption{NOCONFUSION(S, F).}
\end{figure}

\begin{figure}[ht]
\centering
\begin{tabular}{|c|}
\hline
theory TERM(S, \preceq, F) \\
\hline
\begin{enumerate}
\item[(LEAST SORT)] \forall \exists: S. (ls S t) \rightarrow s \\
\item[(PREREGLIARITY)] \forall S, S, t, s: \{ s \lhd \}
\item[(TERM)] [s_1, ..., s_n]_F = F_{\text{terms}} D_{\text{terms}} \vee f(D_{\text{terms}} F_{\text{args}}) \wedge
\text{where } D_i = (\text{proj}_i D) \text{ s.t. } s \text{ is equal to } s_i, \text{ and } D_{\text{terms}} = \bigvee_{i \in S, i \lhd} D_i 
\end{enumerate}
\hline
\end{tabular}
\caption{TERM(S, \preceq, F).}
\end{figure}

\begin{figure}[ht]
\centering
\begin{tabular}{|c|}
\hline
theory NOJUNK(S, \preceq, F) \\
\hline
\begin{enumerate}
\item[(No junk)] \wedge_{i \in S} (T_i = [s]_F)
\end{enumerate}
\hline
\end{tabular}
\caption{NOJUNK(S, \preceq, F).}
\end{figure}

\begin{figure}[ht]
\centering
\begin{tabular}{|c|}
\hline
theory TERMALGEBRA(S, \preceq, F) \\
\hline
\begin{enumerate}
\item[(SENSIBILITY)] \wedge_{i=1}^{n} (s_i = s'_i) \rightarrow s = s' \text{ for every } f \in F_{\text{terms}} \wedge F_{\text{args}} 
\end{enumerate}
\hline
\end{tabular}
\caption{TERMALGEBRA(S, \preceq, F).}
\end{figure}

in TERM(S, \preceq, F) defines the term carriers of non-void sorts \([s_1]_F, ..., [s_n]_F \) simultaneously, using one fixpoint pattern \(\mu D. (\cdot \cdot \cdot)\), whose ith component \((1 \leq i \leq n)\) is a disjunction over the less sorts and over all operations whose return sorts are \(s_i\) applied to the projections of \(D\) that correspond to the appropriate argument sorts. Since we work under the pre-regularity assumption, we added axioms for the definition of the least sort and for pre-regularity.

The matching logic theory TERMALGEBRA(S, \preceq, F) in Fig. 15 is the aggregation of the theories for the equational specification with no equations, “no confusion”, and “no junk” together with the sensibility axiom, needed by Theorem 2.17.

**Theorem 5.5.** If \(M \models \text{TERMALGEBRA}(S, \preceq, F)\), the derived algebra \(\alpha(M)\) is the term algebra \(T_F\), up to isomorphism.

**Proof Sketch.** We only need to prove that \(\alpha(M)\) satisfies no-junk and no-confusion, where no-confusion is guaranteed by the (No CONFUSION) axiom in Fig. 12 and no-junk is guaranteed by the (TERM) axiom in Fig. 13, which states that the carrier sets of the sorts are the small sets that are closed under the corresponding operations. \qed

Since \(=_{E}\) is the smallest relation that includes the identity relation and all instances of the equations in \(E\), and is closed under converse, composition, and congruence w.r.t. all operations in \(F\), it can be axiomatically defined by the least fixpoint operator \(\mu\). This inspires the definition included in the theory EQUIV(S, F, E) (Fig. 16), where we use a symbol Eq to
capture the congruence relation $\simeq_E$. The theory firstly defines several operations and notations for dealing with (binary) relations. Intuitively, $\text{idRel}$ is the identity relation on the elements in the carrier sets of sorts in $S$; $R^{-1}$ and $R_1 \circ R_2$ are the converse of $R$ and composition of $R_1$ and $R_2$, respectively and are defined in REL (Fig. 10); $\text{congRel}$ is the relation obtained by propagating $R$ through all the operations in $F$. The last axiom (EQUIV) defines $Eq$ as the smallest relation $R$ that includes $\text{idRel}$, is closed under converse, composition, and congruence, and includes all equations in $E$. Finally, we write $\varphi_1 \subseteq \varphi_2$ to mean that $\varphi_1$ is included in $\varphi_2$ modulo the relation $Eq$, and $\varphi_1 \simeq \varphi_2$ to mean that $\varphi_1$ and $\varphi_2$ are the same modulo relation $Eq$.

Let INITIALALGEBRA($\leq$, $F$, $E$) be the matching logic specification that imports TERMALGEBRA($\leq$, $F$, $E$), EQUIV($S$, $F$, $E$).

Theorem 5.6. For any $M \models$ INITIALALGEBRA($\leq$, $F$, $E$), the interpretation (Eq $E$)$_M$ forms a binary relation over $T_F$ such that for all ground terms $t$ and $t'$, $(t, t') \in$ (Eq $E$)$_M$ iff $t \simeq_E t'$.

Note that $\simeq_E$ is also a notation in EQUIV($S$, $F$, $E$). By Theorem 5.6, this (overloaded) use of notation $\simeq_E$ in EQUIV($S$, $F$, $E$) is consistent.

Proof. Firstly, note that the equivalence relation $\simeq_E$ in $T_F$ is the smallest relation generated by equational deduction (Definition 2.9). Thus, $\simeq_E$ is defined as the smallest set that includes the identity relation and all (ground) instances of the equations in $E$, and is closed under symmetry, commutativity, associativity, and congruence.

By axiom (EQUIV), we know that $Eq_M$, the interpretation of Eq in $M$ that forms a binary relation on $T_F$, includes the identity relation and is closed under symmetry, commutativity, associativity, and congruence. Therefore, we only need to prove that pattern $\forall (y v . t \equiv t') \in E$ $\exists V . (t, t') \in \forall v v . (t, t')$. Since the derived model $\alpha(M)$ is the term algebra, quantification $\exists V$ ranges only the (ground) terms of the appropriate sorts. We conclude that $\forall v v . (t, t') \in Eq_M$ indeed includes the ground instances of the equations in $E$. Thus, $Eq_M$ and $\simeq_M$ are both the smallest binary relation that includes identity and ground instances of $E$, and is closed under symmetry, commutativity, associativity, and congruence, and therefore they are the same. Hence, we have $(t, t') \in Eq_M$ iff $t \simeq_E t'$. □

Theorem 5.6 naturally leads us to the following key result.

Theorem 5.7. Under the conditions and notations in Theorem 5.6, we define $\beta(M)$ as the (Eq $E$)$_M$-quotient algebra of $\alpha(M)$. Then, $\beta(M)$ is the quotient term algebra $T_F/E$.

Proof. Since $\alpha(M)$ is the term algebra $T_F$ and $Eq_M$ is the equivalence relation $\simeq_M$, the quotient algebra $\beta(M)$ is by definition the quotient term algebra $T_F/E$, according to Theorem 2.16. □

1 Alternatively, we could have defined Eq as a sort inhabited by the pairs in $\simeq_E$ with constructors the equations in $E$, identities, converse, and composition. This would allow us to use Eq in sort constructors (pairs, tuples, functions) similarly to how identity types are used in higher inductive types [25,26]. This is left as future work.
Remark 5.8. All results proved in this subsection hold as well if \( E \) includes conditional equations and in the theory \( \text{EQUIV}(S, F, E) \) the axiom (EQUIVALENCE) is as follows:

\[
\text{Eq } E = \mu R. \text{idRel} \lor R^{-1} \lor (R \circ R) \lor (\text{congRel } R) \lor \\
\left( \forall v. \bigwedge_{1 \leq i \leq n} u_i = v_i \rightarrow t = t_i \right) \in E
\]

Recall that the unconditional equations are a particular case (\( n = 0 \)) of the conditional ones.

5.3. Constrained process configurations (CPC) example in matching logic

In this section we exemplify how matching logic captures the initial semantics of the equational order-sorted specifications, specifying a particular case of process configurations used, e.g., in description of mutual exclusion protocols (like QLOCK [4]).

We consider configurations that allows an unbounded number of (numbered) processes that are in one of the three states: “normal” (doing their own things), “waiting” for a resource, and “critical” when using the resource. Such a state is a tuple \( \langle n, w, c \rangle \) where \( n, w, c \) are multisets of identities of the processes that are in “normal”, “waiting”, and “critical” states, respectively, and \( q \) is the waiting queue, i.e., an associative list.

5.4. Order-sorted specification of CPC

Here we recall the OSA specification of CPC given in [1], a paper that inspired us in this investigation:

\[
S = \{ \text{Nat, List, MSet, NeMSet, Conf, State, Pred} \} \\
\leq = \{ \text{Nat} < \text{List, Nat} < \text{NeMSet} < \text{MSet} \} \cup \text{=} \\
F_\Omega \text{ (constructors):} \\
\emptyset : \rightarrow \text{Nat, } \text{n}_\_ : \text{Nat} \rightarrow \text{Nat} \\
\text{nil} : \rightarrow \text{List, } \text{n}_\_ : \text{List} \times \text{List} \rightarrow \text{List} \\
\text{empty} : \rightarrow \text{MSet, } \text{n}_\_ : \text{MSet} \times \text{MSet} \rightarrow \text{MSet,} \\
\text{empty} : \rightarrow \text{MSet} \times \text{MSet} \rightarrow \text{MSet} \\
\text{empty} : \rightarrow \text{MSet} \times \text{MSet} \times \text{MSet} \rightarrow \text{Conf} \\
\text{empty} : \rightarrow \text{Conf} \rightarrow \text{State} \\
\text{tt} : \rightarrow \text{Pred, ff} : \rightarrow \text{Pred} \\
F = \text{Sigma}_\Omega \cup \{ \text{dupl} : \text{MSet} \rightarrow \text{Pred, dupl} : \text{NeMSet} \rightarrow \text{Pred} \} \\
B_\Omega: \\
\text{associativity for list concatenation } \_\_ \\
\text{identity for list concatenation } \_\_ \\
\text{associativity and commutativity for multiset union } \_\_ \\
\text{identity empty for multiset union } \_\_ \\
B = B_\Omega \cup \emptyset \\
E_\Omega = \emptyset \\
E = E_\Omega \cup \{ \text{dupl} (\text{s u u}) = \text{tt} \}, \text{ where s is any multiset (could be empty).}
\]

The corresponding canonical model, denoted \( \text{CPC} \), is given as:

\[
\text{CPC}_{\text{Nat}} = \{ \emptyset, \_\emptyset, \text{a}_\emptyset, \text{a}_2, \ldots \} \\
\text{CPC}_{\text{List}} = \text{CPC}_{\text{Nat}} \cup \{ \text{nil} \}, \langle n_1; \ldots ; n_k | n_i \in \text{CPC}_{\text{Nat}}, 1 \leq i \leq k, k \geq 2 \} \\
\text{CPC}_{\text{NeMSet}} = \text{Nat} \cup \{ \langle n_1, \ldots, n_k | n_i \in \text{CPC}_{\text{Nat}}, 1 \leq i \leq k, k \geq 2 \} \\
\text{CPC}_{\text{MSet}} = \text{CPC}_{\text{NeMSet}} \cup \{ \text{empty} \} \\
\text{CPC}_{\text{Conf}} = \{ \langle x_1, x_2, x_3 | y \rangle | x_1, x_2, x_3 \in \text{CPC}_{\text{MSet}}, y \in \text{CPC}_{\text{List}} \} \\
\text{CPC}_{\text{State}} = \{ \langle x \rangle | x \in \text{CPC}_{\text{Conf}} \} \\
\text{CPC}_{\text{Pred}} = \{ \text{tt, ff} \}
\]

5.5. Matching logic specification of CPC

The matching logic theory CPC in Fig. 17 fully encodes in one page the full initial semantics of the equational specification \( (F, E \cup B) \) given in Section 5.4 (together with the corresponding instantiation of the meta-theory in 2.1). The content
theory CPC

imports: SORT++

Symbols: S, List, MSet, NeMSet, Conf, State, nil, conc, union, conf, state, dupl

Notations:
\[ \psi_1 \subseteq \psi_2 \equiv \forall x_1 \in \psi_1 \exists x_2, x_2 \in \psi_2. (x_1, x_2) \in EqE \]
\[ \psi_1 \models \psi_2 \equiv \psi_1 \subseteq \psi_2 \wedge \psi_2 \subseteq \psi_1 \]
\[ \exists x = \exists x_1, x_2, x_3 \]

conf R, y = conf x_1 x_2 x_3 y
\[ [x, y] \in R = [x_1, x_1] \in R \wedge [x_2, x_2] \in R \wedge [x_3, x_3] \in R \]

Axioms:

(SORT NAMES) List: Sort ∧ MSet: Sort ∧ NeMSet: Sort ∧ Conf: Sort ∧ State: Sort

(SORTS SET) S = Nat ∨ List ∨ MSet ∨ NeMSet ∨ Conf ∨ State

(BOOLEANS) \[ \exists y: y = tt \exists y: Pred. y = ff \quad \neg (tt \land ff) \quad \top = ff \lor \top \]

(LISTS-FUN) \[ \forall x, y: List. \exists z: List. z = \operatorname{conc} x y \quad \exists x: List. x = \operatorname{nil} \]

(-DOM) \[ \top_{List} = \mu X. \top_{Nat} \lor \operatorname{nil} \lor \operatorname{conc} X X \]

(-NO-CONF.1) \[ \forall x: \operatorname{Nat}. \operatorname{nil} \neq x \quad \forall x, y: List. \operatorname{nil} \neq \operatorname{conc} x y \]

(-NO-CONF.2) \[ \forall x: \operatorname{Nat}, y, z: List. x \neq \operatorname{conc} y z \]

(-NO-CONF.3) \[ \forall x, y, z: List. \langle \langle x \rangle \rangle \land \langle \langle y \rangle \rangle \rightarrow (x = x') \land (y = y') \]

(MSETS-FUN.1) \[ \exists y: MSet. y = \emptyset \quad \forall x, y: MSet. \exists z: MSet. z = \operatorname{union} x y \]

(-CONS.2) \[ \forall x, y: \operatorname{NeMSet}. \exists z: \operatorname{NeMSet}. z = \operatorname{union} x y \]

(-DOM) \[ \top_{NeMSet} = \mu x. 1 \lor \top_{Nat} \lor \operatorname{union} X X \quad \top_{MSet} = \emptyset \lor \top_{NeMSet} \]

(-NO-CONF.1) \[ \forall x: \operatorname{Nat}. \emptyset \neq x \quad \forall x, y: MSet. \emptyset \neq \operatorname{union} x y \]

(-NO-CONF.2) \[ \forall x: \operatorname{Nat}, y, z: MSet. x \neq \operatorname{union} y z \]

(-NO-CONF.3) \[ \forall x, y, z: MSet. \langle \langle x \rangle \rangle \land \langle \langle y \rangle \rangle \rightarrow \operatorname{union} (x \land x') \langle \langle y \rangle \rangle \]

(CRC-FUN) \[ \forall x_1, x_2, x_3: MSet. \forall y: List. \exists z: List. \langle \langle \operatorname{conf} x_1 x_2 x_3 \rangle \rangle = z \]

(-NO-CONF) \[ \forall x_1, x_2, x_3, x_4, x_5, x_6: MSet. \forall y, y': \exists x_1, x_2, x_3 \operatorname{conf} x_1 x_2 x_3 \land \operatorname{conf} x_4 x_5 x_6 \rightarrow \operatorname{conf} (x_1 \land x_4) (x_2 \land x_5) (x_3 \land x_6) (y \land y') \]

(-DOM) \[ \top_{Conf} = \top_{MSet} \lor \top_{State} \lor \top_{List} \]

(STATES-FUN) \[ \forall x: \operatorname{Conf}. \exists y: \operatorname{State}. \operatorname{state} x = y \]

(-NO-CONF) \[ \forall x, x': \exists y: \operatorname{state} x \land \operatorname{state} x' \rightarrow \operatorname{state} (x \land x') \]

(-DOM) \[ \top_{State} = \top_{Conf} \]

(DUPL-FUN) \[ \forall x: MSet. \exists y: \operatorname{Pred}. \operatorname{dupl} x = y \]

(-EQ.1) \[ \forall s, u, s = \operatorname{NeMSet}. \operatorname{union} s' (\operatorname{union} u u) \rightarrow \operatorname{dupl} s = tt \]

(-EQ.2) \[ \forall s, u, u' \neq \operatorname{NeMSet}. \operatorname{union} s' (\operatorname{union} u u) \rightarrow \operatorname{dupl} s = ff \]

(IdRel) \[ \exists x: MSet. \exists y: \operatorname{Pred}. \operatorname{dupl} x = y \]

(CONGREL) \[ \operatorname{congr} \operatorname{R} = \langle \langle x \rangle \rangle, x, x' : \exists y: \exists y': \langle \langle \operatorname{con} x y \land \operatorname{con} x' y' \rangle \rangle \land \langle \langle x, x' \rangle \rangle \in R \land \langle \langle y, y' \rangle \rangle \in R \lor \langle \langle x \rangle \rangle, x, x', x: \exists y: \exists y': \langle \langle y, y' \rangle \rangle \land \langle \langle x, x' \rangle \rangle \in R \land \langle \langle y, y' \rangle \rangle \in R \lor \langle \langle x \rangle \rangle, x, x', x: \exists y: \exists y': \langle \langle y, y' \rangle \rangle \land \langle \langle x, x' \rangle \rangle \in R \]

(EQUIV) \[ \operatorname{Eq} = \mu R. \exists \langle x \rangle, x: \operatorname{IdRel} R \land \langle \langle x \rangle \rangle, x, y: \langle \langle \operatorname{con} x y z \rangle \rangle \in \operatorname{Eq} \land \langle \langle x \rangle \rangle, x: \langle \langle \operatorname{con} x y z \rangle \rangle \land \langle \langle x, x' \rangle \rangle \rangle \]

endtheory

Fig. 17. CPC.

of the theory is self-explained. In order to keep it compact, there are several places with multiple axioms on the same line (e.g., (BOOLEANS)). Recall that the specification of the natural numbers (NAT) is included in SORT++. For each data type, there are axioms declaring the constructors as being functional (⟨-FUN⟩), the "no junk" axiom(s) (⟨-DOM⟩), and the "no-confusion" axioms (⟨-NO-CONF⟩). The equations \( B = B_1 \) are captured by \( \models \). The only equation in \( E \) is encoded by (⟨-EQ.1⟩) and (⟨-EQ.2⟩). We used matching-logic notation, but we may use sugar syntax to give a more domain specific flavor:

Notations:
\[ x; y = \operatorname{conc} x y \]
\[ x_1 \mid x_2 \mid x_3 \mid y = \operatorname{conf} x_1 x_2 x_3 y \]

However, the use of \( \_ \) for multisets union could be a bit confusing since the same notation is used for matching logic application.

The partial order \( \preceq \) over sorts is not specified since it can be deduced from the domain axioms. For instance, from \( \top_{List} = \mu X. \top_{Nat} \lor \operatorname{nil} \lor \operatorname{conc} X X \) we may deduce \( \operatorname{Nat} \preceq \operatorname{List} \), and from \( \top_{MSet} = \emptyset \lor \top_{NeMSet} \) we may deduce \( \operatorname{NeMSet} \preceq \operatorname{MSet} \). The axioms for pre-regularity and sensibility are also not included since they can be deduced from the specification. The well-definedness of \( \operatorname{dupl} \) follows by showing that \( \text{CPC} \vdash \top_{pred} = \top_{pred} \lor \operatorname{dupl} \top_{NeMSet} \). Moreover, the axioms in CPC are
not independent. For instance, the functional axiom \( \forall x, y : \text{NeMSet}. \exists z : \text{NeMSet}. z \equiv \text{union} x y \) can be deduced from the other ones.

The proofs (of some) of the above properties require inductive reasoning. Matching logic proof system includes Knaster-Tarski proof rule [8,22] dedicated to fixpoint reasoning. This rule, combined with the least fixpoint definitions leads to matching logic proof strategies (see [22] for more details on (co)inductive reasoning in matching logic). Here we exemplify the inductive strategies for natural numbers, lists and multisets.

We may use matching logic proof system to reason on CPC properties. E.g., the following propositions show that the inductive reasoning for the used data types is obtained for free due to Knaster-Tarski proof rule and the NoJunk axiom.

**Proposition 5.9 (Peano Induction).**

\[
\text{CPC} \vdash (\emptyset \in N \land s \in N \rightarrow N) \rightarrow \forall x : \text{Nat}. x \in N
\]

The Peano induction principle stated by Proposition 5.9 is a bit non-standard. A more familiar formulation is \( \varphi(\emptyset) \land (\forall y : \text{Nat}. \varphi(y) \rightarrow \varphi(s y)) \rightarrow \forall x : \text{Nat}. \varphi(x) \). We show that two formulations are equivalent. In Proposition 5.9, \( N \) is a set variable. If we take \( N \equiv \exists x. x \land \varphi \), then \( \emptyset \in N \) is equivalent to \( \varphi(\emptyset) \), \( s N \rightarrow N \) is equivalent to \( \forall y : \text{Nat}. \varphi(y) \rightarrow \varphi(s y) \), and \( x \in N \) is equivalent to \( \varphi(x) \).

Since the specifications for lists and multisets include axioms over constructors \( B_{\Omega} \), the induction principles for them must take into account the equivalence \( \simeq \).

**Proposition 5.10 (List Induction).**

\[
\text{CPC} \vdash (\forall \ell. \ell \simeq \text{nil} \rightarrow \ell \in L) \land (\forall x : \text{Nat}. x \in L) \land (\text{conc} \ell. L \subseteq L) \rightarrow \forall \ell : \text{List}. \ell \in L
\]

The principle stated by Proposition 5.10 is equivalent to

\[
(\varphi(\text{nil}) \land (\forall x : \text{Nat}. \varphi(x)) \land (\forall \ell_1, \ell_2 : \text{List}. \varphi(\ell_1) \land \varphi(\ell_2) \rightarrow \varphi(\text{conc} \ell_1 \ell_2)) \land \\
\forall \ell_1, \ell_2 : \text{List}. \ell_1 \simeq \ell_2 \rightarrow (\varphi(\ell_1) \leftrightarrow \varphi(\ell_2))
\]

\rightarrow \forall \ell : \text{List}. \varphi(\ell)

**Proposition 5.11 (Multiset Induction).**

\[
\text{CPC} \vdash (\forall x : \text{Nat}. x \in M) \land (\text{union} M M \subseteq M) \rightarrow \forall m : \text{NeMSet}. m \in M
\]

\[
\text{CPC} \vdash (\forall m. m \simeq \text{empty} \rightarrow m \in M) \land (\forall x : \text{Nat}. x \in M) \land (\text{union} M M \subseteq M) \rightarrow \\
\forall m : \text{MSet}. m \in M
\]

The principle stated by Proposition 5.10 is equivalent to

\[
(\forall x : \text{Nat}. \varphi(x)) \land (\forall m_1, m_2 : \text{NeMSet}. \varphi(m_1) \land \varphi(m_2) \rightarrow \varphi(\text{union} m_1 m_2)) \land \\
\forall m_1, m_2 : \text{List}. m_1 \simeq m_2 \rightarrow (\varphi(m_1) \leftrightarrow \varphi(m_2))
\]

\rightarrow \forall m : \text{NeMSet}. \varphi(m)

and

\[
(\varphi(\text{empty}) \land (\forall x : \text{Nat}. \varphi(x)) \land (\forall m_1, m_2 : \text{MSet}. \varphi(m_1) \land \varphi(m_2) \rightarrow \varphi(\text{union} m_1 m_2)) \land \\
\forall m_1, m_2 : \text{List}. m_1 \simeq m_2 \rightarrow (\varphi(m_1) \leftrightarrow \varphi(m_2))
\]

\rightarrow \forall m : \text{MSet}. \varphi(m)

6. Capturing constructor decomposition of order-sorted equational theories

The definition of the constructor decomposition of order-sorted equational theories is based on convergent rewriting modulo a set of axioms (unconditional equations), and protecting specification inclusion. We firstly show that all these notions can be fully axiomatized in matching logic.
6.1. Capturing rewriting relations given by conditional equations

Recall that the rewrite rules in \( \bar{E} \) are obtained by orienting the conditional equations \( E \). Since the matching logic specification of \( \bar{E} \)-rewriting modulo \( B \) is not quite trivial, we give a detailed definition for it here.

We start with an example to understand the challenges we have to address. Assume that \( E \) includes the following equations over natural numbers and list of natural numbers:

\[
\begin{align*}
gt (s * m) 0 &= tt & gt 0 (s * n) &= ff \\
gt n n &= ff & gt (s * m) (s * n) &= gt m n \\
(gt m n) (tt) &\rightarrow m; n = n; m & \quad \text{(conditional equation)}
\end{align*}
\]

and that \( B \) includes associativity for \(.\). Then \( \bar{E} \) is:

\[
\begin{align*}
gt (s * m) 0 &\Rightarrow tt & gt 0 (s * n) &\Rightarrow ff \\
gt n n &\Rightarrow ff & gt (s * m) (s * n) &\Rightarrow gt m n \\
(gt m n) (tt) &\Rightarrow m; n = n; m & \quad \text{(conditional rule)}
\end{align*}
\]

The rewrite system is obviously convergent modulo \( B \). A first challenge is given by the fact that definition for one-step rewriting and rewriting (with an arbitrary number of steps) are mutually recursive: the definition of one-step rewriting requires the definition of rewriting, and the definition of general rewriting requires that of one-step rewriting. For instance, \( s * s * 0 \Rightarrow s * 0; s * s * 0 \) is one-step rewriting, even if its condition \( gt (s * s * 0) (s * 0) = tt \) is obtained by a two-step rewriting: \( gt (s * s * 0) (s * 0) \Rightarrow gt (s * 0) 0 \Rightarrow tt \).

We assume that the equations in \( E \) are of the form

\[
\bigwedge_{i \in I} u_i = v_i \rightarrow t = t',
\]

where \( I \) is a finite set. If \( I = \emptyset \) then we have an unconditional equation \( t = t' \). We assume that \( \bar{E} \) includes the conditional rewrite rules

\[
\bigwedge_{i \in I} u_i \equiv_{\bar{E} \cdot B} v_i \rightarrow t \Rightarrow t',
\]

where \( u \equiv_{\bar{E} \cdot B} v \) holds iff there are \( \bar{E} \)-irreducible terms \( \bar{u} \) and \( \bar{v} \) such that \( u \Rightarrow^* \bar{u}, v \Rightarrow^* \bar{v} \), and \( \bar{u} \equiv_B \bar{v} \). When \( \bar{E} \) is convergent modulo \( B \), we may take \( \bar{u} = u^\prime_{\bar{E} \cdot B}, \bar{v} = v^\prime_{\bar{E} \cdot B} \), and \( \equiv_{\bar{E} \cdot B} \) coincides with \( \equiv_{E \cdot B} \).

The matching logic specification of the rewriting relations is given in Fig. 18. The pattern \( \text{rew} \bar{E} \cdot B \) matches all pairs \( (u, u^\prime) \) such that \( u \Rightarrow^* u^\prime \) \( (u \bar{E}-rewrites \ modulo \ B \ into \ u^\prime) \). The axiom \( (\text{finite}-\text{rewriting}) \) is mainly based on the deduction rules for the conditional rewriting logic \([27]\): \( \text{Eq} \cdot B \) gives the idle rewrites modulo \( B \), \( u \Rightarrow u^\prime \ | (u, u^\prime) \in \text{Eq} \cdot B \), \( R \circ R \) gives the transitivity, \( \text{congrRel} \cdot R \) the congruence, and the last part the nested replacement.

The pattern \( \text{rew}^1 \bar{E} \cdot B \) matches all one-step \( \bar{E} \)-rewrites modulo \( B \) and its definition given by \( (\text{one-step rewriting}) \) is based on \( (\text{one-step congruence}) \), which constraints rewriting to only one-step rewriting of a single argument. Note the use of finite rewriting in conditions. Since the greatest fixpoint operator \( v \) is used in the axiom \((\text{(in)finite}-\text{rewriting})\), the pattern \( \text{rew}^\omega \bar{E} \cdot B \) matches the set of finite and infinite \((\text{if any})\) rewrites.

**Proposition 6.1.** The following internal theorems show that the rewriting relations defined by \( \text{REW}(S, F, E, B) \) are consistent:

1. \( \text{REW}(S, F, E, B) \vdash \text{rew}^1 \bar{E} \cdot B \subseteq \text{rew} \bar{E} \cdot B \)
2. \( \text{REW}(S, F, E, B) \vdash \text{rew} \bar{E} \cdot B = \mu R \cdot \text{Eq} \cdot B \lor \text{rew}^1 \bar{E} \cdot B \lor R \circ R \)
3. \( \text{REW}(S, F, E, B) \vdash \text{rew} \bar{E} \cdot B \subseteq \text{rew}^\omega \bar{E} \cdot B \)

The proof of Proposition 6.1 follows direct from definitions and (co)inductive reasoning.

6.2. Capturing convergent rewriting modulo \( B \)

If \( \bar{E} \) is convergent modulo \( B \) then \( \bar{E} \)-rewriting modulo \( B \) can be used as a decision procedure for \( E \cup B \)-equality: \( u \equiv_{E \cup B} v \) iff \( u^\prime_{\bar{E} \cdot B} =_{B} v^\prime_{\bar{E} \cdot B} \), provided that \( =_{B} \) is decidable. The specification \( \text{CONVREW}(S, E, F, B) \) supplies a matching logic axiomatizations of the properties that defines the convergence modulo \( B \) (see Fig. 19). Since \( \bar{E} \) is convergent modulo \( B \) now, we may improve the specification by replacing the notation for \( u \equiv_{\bar{E} \cdot B} v \) by \( u \equiv_{\bar{E} \cdot B} v \equiv \{ u^\prime_{\text{rew} \bar{E} \cdot B} \lor v^\prime_{\text{rew} \bar{E} \cdot B} \} \in \text{Eq} \cdot B \).
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3. CONVREW(S, F, E, B) ⊢ ∀v. u, v. (u = t\textsuperscript{t\textsubscript{rev}} \ E B ∧ v = t\textsuperscript{t\textsubscript{rev}} \ E B) → (u, v) ∈ Eq B

The proof of Proposition 6.2 follows directly from definitions and inductive reasoning only (since the greatest fixpoint operator is no longer used, due to (terminating) axiom).

6.3. Capturing constructor decomposition of order-sorted equational theories

We consider specifications \((S, \leq, F, E, \cup B)\) satisfying condition 11 given in Section 2, and sub-signatures \((\Omega, E_\Omega \cup B_\Omega)\) with \(\Omega \subseteq F, E_\Omega \subseteq E\), and \(B_\Omega \subseteq B\). \((\Omega, E_\Omega \cup B_\Omega)\) is a sub-signature of constructors if it satisfies the following constraints: \(B\)-pre-regularity, to be imported in a protected way, and sufficient completeness. All these constraints are axiomatized by the specification CONS(S, F, E, B, \(\Omega, E_\Omega, B_\Omega)\) given in Fig. 20. Obviously, \(\Omega \subseteq F\) implies NOCONFUSION(S, F) ⊨ NOCONFUSION(S, \(\Omega, \) and EqsSPEC(S, \(\leq, F)\) ⊨ EqsSPEC(S, \(\leq, \Omega)\).
The next definitions show how the models involved in the definition of constructor decomposition are obtained, up to isomorphism, from a \( \text{CONS}(S, \leq, F, E, \Omega, E\Omega, B\Omega) \)-model.

**Definition 6.3.** Let \( M \models \text{CONS}(S, \leq, F, E, B, \Omega, E\Omega, B\Omega) \) be a matching logic model. The derived \( F \)-algebra \( A = \alpha_A(M), A \in \{ F, \Omega \} \), is defined as below:

- for \( s \in S \), the carrier set \( A_s = [\llbracket s \rrbracket]_M \);
- for \( f \in \Lambda_{S_1 \ldots S_n} \), the operation interpretation \( A_f = M|_A \).

**Definition 6.4.** Assume the notations in Definition 6.3. The derived \( F \)-algebra \( \beta_A(M) \) is the \( (\text{Eq} E \cup B) \)-quotient algebra of \( \alpha_A(M) \).

**Definition 6.5.** Let \( M \models \text{CONS}(S, F, E, B, \Omega, E\Omega, B\Omega) \) be a matching logic model. The derived \( F \)-algebra \( A! = \alpha_A!(M), A \in \{ F, \Omega \} \), is defined as below:

- for \( s \in S \), the carrier set \( A!_s = [\llbracket t_{\text{rev}E} E_s B \rrbracket]_M \), where \( E_E = E \);
- for \( f \in \Lambda_{S_1 \ldots S_n} \), the operation interpretation \( A!_f \) is defined by \( A!_f([t_1 E_1 M], \ldots, [t_n E_n M]) = [f(t_1, \ldots, t_n)]_M \).

**Definition 6.6.** Assume the notations in Definition 6.5. The derived \( F \)-algebra \( \gamma_A(M) \) is the \( (\text{Eq} B \cup \Omega) \)-quotient algebra of \( \alpha_A!(M) \), where \( B_E = B \).

The next theorem shows that \( M \models \text{CONS}(S, F, E, B, \Omega, E\Omega, B\Omega) \) captures indeed exactly the models required by the constructor constrained patterns.

**Theorem 6.7.** If \( M \models \text{CONS}(S, F, E, B, \Omega, E\Omega, B\Omega) \) then:

1. the algebra \( \beta_F(M) \) is the quotient term algebra \( T_{F/E \cup B} \) up to isomorphism;
2. the algebra \( \beta_\Omega(M) \) is the quotient term algebra \( T_{\Omega/E \cup \Omega} \) up to isomorphism;
3. the algebra \( \gamma_F(M) \) is the canonical algebra \( C_{F/E \cup B} \) up to isomorphism;
4. the algebra \( \gamma_\Omega(M) \) is the canonical algebra \( C_{\Omega/E \cup \Omega} \) up to isomorphism;
5. \( M \models \forall s \in S \rightarrow [\llbracket s \rrbracket]_M \cong_{E \cup B} [\llbracket s \rrbracket]_F \).

**Proof Sketch.** 1. Since \( \text{CONS}(S, \leq, F, E, B, \Omega, E\Omega, B\Omega) \) includes \( \text{TERMALGEBRA}(S, \leq, F) \) and \( \text{EQUIV}(S, \leq, F, E \cup B) \), it follows that

\[
\text{CONS}(S, \leq, F, \Omega, E, B, E\Omega, B\Omega) \models \text{INITIALALGEBRA}(S, \leq, F, E \cup B)
\]

Then we obtain that \( \beta_F(M) \) is the quotient term algebra \( T_{F/E \cup B} \) (up to isomorphism) by Theorem 5.7. Recall that by Remark 5.8, this theorem holds for conditional equations \( E \) as well.
2. We obtain that $\alpha_{\Omega}(M)$ isomorphic to $T_{\Omega}$ similarly to Theorem 5.5 (the proof of this theorem does not use the no-junk axiom, but only those defining terms). The rest of the proof is similar to that of Theorem 5.6.

3. The algebra $\alpha_{\Omega}^r(M)$ is well defined due to the axioms from CONVREW(S, F, E, B) and it is isomorphic to the algebra of the canonical forms $C_F$. The rest of the proof is similar to that of Theorem 5.6, but using now Proposition 6.2.

4. Similar to 3.

5. It is a consequence of the axioms specifying the sufficient completeness. □

The proof of the next result follows directly from the definition of the specification and the above theorems.

**Theorem 6.8.** The requirements 12-17 from Section 2.2 can be derived from CONS($S, \leq, F, \Omega, E, B, E_{\Omega}, B_{\Omega}$).

7. **Application to constrained constructor patterns**

Reachability logic [28,29] is a logic scheme for specifying and reasoning about transition systems, where formulas, called reachability rules, are used to express reachability properties, which state that the target states can be reached from the source states, following the transitions of the system. A reachability logic consists of:

- A specification language for states.
- A specification language for one-step transitions.
- A set of reachability formulas of the form $\Phi \longrightarrow \Phi'$, which state that any maximal transition starting from a state satisfying $\Phi$ "must" reach a state satisfying $\Phi'$.

There are (at least) three interpretations for "must". Firstly, it can be partial: $\Phi'$ is required to be satisfied only for maximal transitions that are finite. Secondly, it can be total: $\Phi'$ must be satisfied by all (finite or infinite) maximal transition sequences. Thirdly, it can be invariant: $\Phi'$ must be satisfied by all states reachable from $\Phi$. All these kinds of reachability properties can be naturally expressed in matching logic [8].

Reachability logic for rewrite theories [1,2] is a reachability logic, where

- the state specifications are given by constrained constructor patterns,
- the one-step transition specifications are given by a rewrite theory.

We assume a $(S, \leq, \Omega, E_{\Omega} \cup B_{\Omega}) \subseteq (S, \leq, F, E \cup B)$ a constructor decomposition of order-sorted equational theories.

**Definition 7.1.** Given $s \in S$, an $s$-sorted atomic constrained constructor pattern predicate is an expression $u(\varphi)$, where $u \in T_{\Omega}(X)$ has sort $s$ and $\varphi$ is a quantifier-free $(F \cup \{=\})$-formula; see [2, pp. 204]. The set of constrained constructor pattern predicates $\text{PatPred}(\Omega, \Sigma)$, is the smallest set that includes $\bot$ and atomic constrained constructor pattern predicates, and is closed under disjunction and conjunction. The semantics of a constrained constructor pattern predicate $\Phi$ is the set $[\Phi]_C$ of canonical terms that satisfies it:

- $[\bot]_C = \emptyset$.
- $[\Phi \lor \Phi']_C = [\Phi]_C \cup [\Phi']_C$.
- $[\Phi \land \Phi']_C = [\Phi]_C \cap [\Phi']_C$.
- $[u(\varphi)]_C = \{ \text{conf}(\rho(u)) \mid \rho : X \rightarrow T_{\Omega}, C_{F/E,B} \models \rho(\varphi) \}$.

An example of an atomic constrained constructor pattern predicate for CPC example is $|n|w|c(q)|\text{dupl}(n w c) \neq \text{tt}$, since no process can be waiting and critical at the same time.

There are several additional operations over constrained constructor patterns required to express reachability properties and to support their verification in a computational efficient way. These include (parameterized) subsumption, over-approximation of the complements, and parameterized intersections. The definitions of these operations exploit the cases when the matching and unification modulo $E \cup B$ can be efficiently solved, using, e.g., the theory of variants [5,6]. In the following, we briefly recall their definitions.

**Subsumption** The following question is often met during the process of proving reachability properties: When is the constrained constructor pattern $u(\varphi)$ an instance of a finite family $\{(v_i|\psi_i) \mid i \in I\}$, i.e., $[u(\varphi)]_C \subseteq \bigcup_{i \in I} [v_i|\psi_i]_C$? The answer is given by $E_{\Omega} \cup B_{\Omega}$-matching. Let $\text{MATCH}(u, \{(v_i|\psi_i) \mid i \in I\})$ denote a complete set of (parameter-preserving) set of pairs $(i, \beta)$ with $\beta$ a substitution such that $u \equiv_{E_{\Omega} \cup B_{\Omega}} v_i \beta$, i.e., $\beta$ matches $v_i$ on $u$ modulo $E_{\Omega} \cup B_{\Omega}$. Assuming that $u(\varphi)$ and $\{(v_i|\psi_i) \mid i \in I\}$ do not share variables, the constrained constructor pattern subsumption is formally defined as follows:

**Definition 7.2 ([1,2]).** A family of constrained constructor patterns $\{(v_i|\psi_i) \mid i \in I\}$ subsumes $u(\varphi)$, denoted $u(\varphi) \sqsubseteq \{(v_i|\psi_i) \mid i \in I\}$, iff
\[ C_{\Sigma/B,E} \models \varphi \rightarrow \bigvee_{(i,\beta)\in \text{MATCH}(u,\{v_i\}_{i\in I})} \psi_i \beta \]

**Over-approximation of the complements** In [1,2] it is showed that the complement of a constrained constructor pattern cannot be computed using negation, i.e., \([u|\top] \setminus [u|\varphi] = [u|\neg \varphi]\) does not always hold, but the inclusion \([u|\top] \setminus [u|\varphi] \subseteq [u|\neg \varphi]\) holds. Therefore,

**Definition 7.3.** An over-approximation is defined as:

\[ [u|\varphi] \setminus [u|\psi] \triangleq [u|\varphi] \cap [u|\neg \psi] \quad (\text{equals to } [u|\varphi \land \neg \psi]) \]

**Parameterized intersections** The intersection of two constrained constructor patterns that share a set of variables \(Y\) is defined as

\[ (u|\varphi) \land_y (v|\psi) \triangleq \bigvee_{\alpha \in \text{Unif}_{E_\Omega \cup B_\Omega}(u,v)} (u|\varphi \land \psi \alpha) \]

where \(\text{Unif}_{E_\Omega \cup B_\Omega}(u,v)\) is a complete set of \(E_\Omega \cup B_\Omega\)-unifiers (the parameterized intersection is defined only when such a set exists). We have

\[ [((u|\varphi) \land_y (v|\psi)) = \bigcup_{\rho \in [Y \rightarrow T_\Omega]} [(u|\varphi)\rho] \cap [((v|\psi)\rho)] \]

**Parameterized containment** Given the constrained constructor patterns \(u|\varphi\) and \(\{(v_i|\psi_i) \mid i \in I\}\) with the shared variables \(Z\), their set containment is defined as follows:

\[ [u|\varphi] \subseteq Z \bigvee_{i \in I} (v_i|\psi_i) \text{ iff } \forall \rho \in [Z \rightarrow T_\Omega] \text{ s.t. } [(u|\varphi)\rho] \subseteq \bigvee_{i \in I} [(v_i|\psi_i)\rho] \]

The \(Z\)-parameterized subsumption of \(u|\varphi\) by \(\{(v_i|\psi_i) \mid i \in I\}\), written

\[ u|\varphi \subseteq Z \bigvee_{i \in I} (v_i|\psi_i) \]

holds, iff \( C_{\Sigma/E,B} \models \varphi \rightarrow \bigvee_{(i,\beta)\in \text{MATCH}(u,\{v_i\}_{i\in I})} (\psi_i \beta). \) We have \( u|\varphi \subseteq Z \bigvee_{i \in I} (v_i|\psi_i) \) implies \([u|\varphi] \subseteq Z \bigvee_{i \in I} (v_i|\psi_i)\].

### 7.1. Capturing constrained constructor patterns in matching logic

The next result is a direct consequence of Theorem 6.7.

**Theorem 7.4.** Let \(M \models \text{CONS}(S, \leq, F, \Omega, E, B, E_\Omega, B_\Omega)\) be a matching logic model. If \(u|\varphi\) is a constrained constructor pattern, then

\[ [u|\varphi]_c = [u \land \varphi]_\Omega |_M \]

Next we explain in matching logic terms some of the constrained constructor pattern operations discussed in the previous section. We regard a substitution \(\sigma \triangleq [x_1 \mapsto t_1, \ldots, x_n \mapsto t_n]\) as the matching logic pattern \(\sigma^{\text{ML}} \triangleq x_1 = t_1 \land \cdots \land x_n = t_n\).

#### 7.1.1. Subsumption

Let us discuss the matching logic counterpart of the subsumption. The matching logic pattern that corresponds to \([u|\varphi] \subseteq \bigcup_{i \in I} [(v_i|\psi_i)]\), is the following:

\[ (\exists \bar{x} : \bar{f} \cdot u \land \varphi) \subseteq \left( \bigvee_{i \in I} (\exists \bar{y}_i : \bar{y}_i \cdot v_i \land \psi_i) \right) \]

where \(\bar{x} : \bar{f} = \text{FV}(u|\varphi)\), and \(\bar{y}_i : \bar{y}_i = \text{FV}(v_i|\psi_i)\). Since the two patterns do not share variables by assumption, the above is a well-formed matching logic pattern (we remind that \(\varphi \subseteq \varphi'\) is the sugar-syntax of the ML pattern \(\varphi \rightarrow \varphi'\)).

The matching logic translation of the definition for \(u|\varphi \subseteq \{(v_i|\psi_i) \mid i \in I\}\) is

\[ \varphi \rightarrow \bigvee_{(i,\beta)\in \text{MATCH}(u,\{v_i\}_{i\in I})} (\psi_i \land \beta^{\text{ML}}) \]

where \(\beta^{\text{ML}}\) is the pattern describing the substitution \(\beta\). Since \(u =_{E_\Omega \cup B_\Omega} v_i \beta\), it follows that \(\exists \bar{x} : \bar{f} \cdot u \leq \exists \bar{y}_i : \bar{y}_i \cdot v_i\) and therefore only the constraint part must hold.
In the sequel, we abusively use $\text{match}(u, \{v_i \mid i \in I\})$ to denote the set of equalities defined by it as well. With this notation we can write $\text{CONS}(F, \Omega, E, B, E_\Omega, B_\Omega) \models \text{match}(u, \{v_i \mid i \in I\})$ to express that $\text{match}(u, \{v_i \mid i \in I\})$ includes indeed the desired set of matching results.

We can prove now that the two ML patterns for subsumption are equivalent:

**Theorem 7.5.** If $\text{CONS}(F, \Omega, E, B, E_\Omega, B_\Omega) \models \text{match}(u, \{v_i \mid i \in I\})$ then

$$\text{CONS}(F, \Omega, E, B, E_\Omega, B_\Omega) \vdash (\exists \alpha : \exists u \land \varphi) \subseteq \left( \bigvee_{i \in I} \exists \nu_i : \exists \alpha_i : \nu_i \land \psi_i \right) \iff \left( \varphi \rightarrow \bigvee_{(i, \beta) \in \text{match}(u, \{v_i \mid i \in I\})} (\psi_i \land \beta^{\text{ML}}) \right)$$

**Proof Sketch.** The key property is that of the match result $(i, \beta)$, which satisfies that $u = \beta(v_i)$. In other words, $\beta$ is the logical constraint that states that $u$ can be matched by $v_i$. Thus, the reasoning is as follows. Intuitively, the LHS holds when $u \land \varphi$ is $\bot$, i.e., $\varphi$ is $\bot$, or when $u$ can be matched by $v_i$ for some $i$. This yields the RHS, which states that if $\varphi$ holds, then there exists $i$ such that $u$ is matched by the constraint term pattern $v_i \land \psi_i$. The matching part is equivalent to the logical constraint $\beta$ given by the matching function $\text{match}$, and $\psi_i$ is the logical constraint in the original constraint term pattern. Both need to be satisfied, and thus we have $\psi_i \land \beta^{\text{ML}}$ on the RHS. \qed

### 7.1.2. Over-approximating complements

Since matching logic has negation, the difference $[u|\top] \setminus [u|\varphi]$ is the same with the interpretation in $\text{CONS}, \Omega, E, B, E_\Omega, B_\Omega$ of the matching logic pattern

$$(\exists \alpha : \exists u \land \varphi)$$

The predicate $[u|\top]$ is the same with the interpretation in $\text{CCP}(F, \Omega, E, B, E_\Omega, B_\Omega)$ of the pattern $\exists \alpha : \exists u$, where $\exists \alpha$ is the set of variables occurring in $u$, and constructor predicate $[u|\neg \varphi]$ is the same with the interpretation of $\exists \alpha : \exists (u \land \neg \varphi)$.

The difference $[u|\varphi] \setminus [u|\psi]$ is the same as the interpretation of the pattern

$$\exists \alpha : \exists (u \land \varphi) \land \neg (\exists \alpha : \exists (u \land \psi))$$

and $[u|\varphi] \setminus [u|\psi]$ is the same as the interpretation of

$$\exists \alpha : \exists (u \land \varphi) \land \exists \alpha : \exists (u \land \neg \psi),$$

which is equivalent to $\exists \alpha : \exists (u \land \varphi \land \neg \psi)$. We can prove that $[u|\varphi] \setminus [u|\psi]$ is indeed an over-approximation of the difference:

**Theorem 7.6.** The following holds:

$$\text{CONS}(F, \Omega, E, B, E_\Omega, B_\Omega) \models \exists \alpha : \exists (u \land \varphi) \land \neg (\exists \alpha : \exists (u \land \psi)) \subseteq \exists \alpha : \exists (u \land \varphi \land \neg \psi)$$

**Proof Sketch.** If $\varphi$ is $\bot$ then the LHS is $\bot$ and the inclusion obviously hold. If $\varphi$ is $\top$ and $\psi$ is $\bot$ then $u \land \varphi$ is $\bot$ and both LHS and RHS are equal to $u$. If $\varphi$ is $\top$ and $\psi$ is $\top$ then $\neg (u \land \psi)$ is $\bot$ and hence the LHS is $\bot$ (because $u \land \varphi$ is $u$). \qed

### 7.1.3. Parameterized intersections

For the case when $E = B = \emptyset$, it is shown in [17] that

$$\text{TERMA\textsc{lg\textsc{ebra}}}(S, \leq, F) \vdash u \land v \iff u \land \alpha^{\text{ML}}$$

where $\alpha$ is the most general unifier of $u$ and $v$. We obtain as a consequence that $(u \land \varphi) \land (v \land \psi)$ is equivalent to $u \land \varphi^{\text{ML}} \land (v \land \psi)$, which is the matching logic translation of the corresponding constrained constructor pattern $(u|\varphi) \land (v|\psi)$. Moreover, a proof object can be supplied for this equivalence [17]. We claim that this result can be generalized:

**Theorem 7.7.** If $\{\alpha_1, \ldots, \alpha_k\}$ is a complete set of $E_\Omega \cup B_\Omega$-unifiers for $u_1$ and $u_2$, then $\text{INITIAL\textsc{alg\textsc{ebra}}}(S, \leq, \Omega, E_\Omega \cup B_\Omega) \models (u_1 \land u_2) \iff (u_1 \land \exists \alpha : \exists (\alpha_1^{\text{ML}} \lor \cdots \lor \alpha_k^{\text{ML}}))$, for $i = 1, 2$, where $\exists \alpha$ are the new variables in $\alpha_1, \ldots, \alpha_k$.

**Proof.** Let $\rho$ be an evaluation. By Theorem 6.7 $\overline{\rho}(u_1)$ and $\overline{\rho}(u_2)$ are $(E_\Omega \cup B_\Omega)$-equivalences classes of ground terms (up to isomorphism). If $\overline{\rho}(u_1) = \overline{\rho}(u_2)$ then there is $\alpha_1$ and $\rho'$ such that $\alpha_1(u_1) = E_\Omega \cup B_\Omega \alpha_1(u_2)$ and $\rho' = \rho' \circ \alpha_1$. We obviously have $\overline{\rho}(\exists \alpha : \exists \alpha_i^{\text{M}})$ equal to $\top$. If $\overline{\rho}(u_1) \neq \overline{\rho}(u_2)$ then $\overline{\rho}(\exists \alpha : \exists \alpha_i^{\text{M}})$ is $\bot$, for any $i \in \{1, \ldots, k\}$: otherwise, if $\overline{\rho}(\exists \alpha : \exists \alpha_i^{\text{M}})$ is $\top$ for some $i$, then $\overline{\rho}(u_1 \land \exists \alpha : \exists \alpha_i^{\text{M}}) = \overline{\rho}(u_2 \land \exists \alpha : \exists \alpha_i^{\text{M}})$. \qed
Remark 7.8. The proof of Theorem 7.7 uses the semantics. The proof object for the case \( E = B = \emptyset \) is obtained by inspecting the execution trace of the syntactic unification algorithm, which can be seen as a sequence of pattern transformations. This is not always possible for unification modulo \( E_{\Omega} \cup B_{\Omega} \) and other approaches should be investigated for this case.

So, the parameterized intersection \((u(\varphi) \land v(\psi)) \land \varphi)\) of two constrained constructor patterns is encoded in matching logic by the conjunction of the corresponding matching logic patterns, provided that \( \text{Unif}_{E_{\Omega} \cup B_{\Omega}}(u, v) \) is known:

\[
\forall \alpha \in \text{Unif}_{E_{\Omega} \cup B_{\Omega}}(u, v) \left( u \land \varphi \land \psi \land \alpha^{\text{ML}} \right) \quad \text{(equivalent to } u \land \varphi \land \psi \land \left( \bigvee_{\alpha \in \text{Unif}_{E_{\Omega} \cup B_{\Omega}}(u, v)} \alpha^{\text{ML}} \right) \text{)}
\]

7.1.4. Parameterized containment

Let us discuss the matching logic counterpart of the parameterized subsumption. The pattern expressing parameterized containment \([u(\varphi) \subseteq \bigcup_{i \in I} (v_i(\psi_i))]\) is

\[
\forall Z : \bar{s}. \left( \exists \bar{x} : Z. u \land \varphi \subseteq \bigvee_{i \in I} \exists \bar{y}_i : Z, v_i \land \psi_i \right)
\]

where \( Z : \bar{s} \) is the sequence of shared variables \( Z \) freely occurring in both \( u(\varphi) \) and \( \{(v_i(\psi_i) \mid i \in I)\} \), \( \bar{x} : \bar{s} \) is the set of variables different of \( Z : \bar{s} \) that freely occur in \( u(\varphi) \) and \( \bar{y}_i : Z \) is the set of variables different of \( Z : \bar{s} \) that freely occur in \( v_i(\psi_i) \).

The matching logic translation of \( u(\varphi) \subseteq \bigcup_{i \in I} (v_i(\psi_i)) \) is

\[
\varphi \rightarrow \bigvee_{(i, \beta) \in \text{MATCH}(u, \{v_i \mid i \in I\}, Z)} (\psi_i \land \beta^{\text{ML}})
\]

where \( \text{MATCH}(u, \{v_i \mid i \in I\}, Z) \) is a set of substitutions \( \beta \) defined over \( \text{var}(v_i) \setminus Z \), and \( \beta^{\text{ML}} \) is the pattern describing the substitution \( \beta \). We can prove now that the two matching logic patterns are equivalent.

Theorem 7.9. If \( \text{CONS}(F, \Omega, E, B, E_{\Omega}, B_{\Omega}) \models \text{MATCH}(u, \{v_i \mid i \in I\}) \) then

\[
\text{CONS}(F, \Omega, E, B, E_{\Omega}, B_{\Omega}) \vdash \left( \forall Z : \bar{s}. \left( \exists \bar{x} : Z. u \land \varphi \subseteq \bigvee_{i \in I} \exists \bar{y}_i : Z, v_i \land \psi_i \right) \right) \leftrightarrow \left( \varphi \rightarrow \bigvee_{(i, \beta) \in \text{MATCH}(u, \{v_i \mid i \in I\}, Z)} (\psi_i \land \beta^{\text{ML}}) \right)
\]

Proof. The main idea is the same as Theorem 7.5 and to use the property \((i, \beta)\); that is, \( u \models_{E_{\Omega} \cup B_{\Omega}} v_i \beta \) for any shared variables \( z_i \in Z \), explaining the quantifier \( \forall Z : \bar{s} \) that appear on top of the LHS. \( \square \)

Remark 7.10. One question that arises here is: Why only the static part (given by the constrained constructor patterns) and not the entire reachability logic of rewrite theories? In [8] it is shown that the reachability logic, where the static component (state or configuration) model is given by a matching logic theory (without modal operators) and the transitions are modeled with the special “all-path next” operator \( \circ \), can be defined in matching logic. In this paper we showed that constrained constructor patterns can be defined in matching logic. It follows that the entire reachability logic of rewrite theories can be defined in matching logic. Intuitively, the operator \( \circ \) for this logic is

\[
\circ (v \land \varphi) \equiv \exists u. \forall v'. (u, v) \in \text{rew}_{I_R} \rightarrow v' \in (v \land \varphi),
\]

i.e., \( \circ (v \land \varphi) \) denotes the set of states whose all successors are in \( v \land \varphi \) (\( R \) includes the rewrite rules describing transitions). The partial interpretation of a reachability formula \((u \land \varphi) \rightarrow^* (v \land \psi)\) is expressed by the matching logic formula \((u \land \varphi) \rightarrow \circ v X. (v \land \psi) \lor \circ X\).

8. Conclusion

The paper establishes the exact relationship between two approaches that formalize state predicates of distributed systems: constrained constructor patterns [2] and matching logic [9]. The main conclusion from this comparison is that there is a mutual benefit. Matching logic can benefit from borrowing or capturing the computationally efficient algorithms on constrained constructor patterns. Since the matching, unification, and narrowing can be expressed as matching logic patterns, it follows to see how their algorithms can be “instructed” to produce proof objects for the relationship between the
transformed patterns. A first step is given in [17], but we think that there is more potential that can be exploited. On the other hand, the theory of constrained constructor patterns can get more expressiveness from its formalization as a fragment of the matching logic. The inference system for reachability logic over rewrite theories given in [2] is simple, but given at a high level and therefore requires a set of operations defined at the semantic level. In this paper we showed that all these operations can be fully axiomatized in matching logic, which open the door towards a complete matching logic axiomatization of the approach given in [2].

Declaration of competing interest

The authors declare that they have no known competing financial interests or personal relationships that could have appeared to influence the work reported in this paper.

Acknowledgement

The work presented in this paper was supported in part by NSF CNS 16-19275. This material is based upon work supported by the United States Air Force and DARPA under Contract No. FA8750-18-C-0092.

References