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Abstract

We present matching p-logic, which is a unifying logic for specifying and reasoning about
programs and programming languages. Matching u-logic uses its formulas, called patterns,
to uniformly express programs’ static structures, dynamic behaviors, and logical constraints.
Programming languages can be formally defined as matching p-logic theories, which include
patterns as axioms. The correctness of programming language implementations and tools
can be proved using a fixed proof system. These proofs can be encoded as proof objects and
automatically checked using a small proof checker.

An important feature of matching p-logic is its p operator, which provides direct support
for specifying fixpoints and thus enables to specify and reason about induction and recursion.

We study the proof theory of matching u-logic and prove a few important completeness
results. We study the expressive power of matching p-logic and show that many important
logics, calculi, and foundations of computations, especially those featuring fixpoints/induc-
tion/recursion, can be defined as matching p-logic theories.

We study automated reasoning for matching p-logic, with a focus on fixpoint reasoning.
We propose a set of high-level automated proof rules that can be applied to many matching
p-logic theories, and thus enable automated reasoning in them.

We propose applicative matching p-logic, abbreviated as AML, as a simple instance of
matching p-logic that retains all of its expressive power. AML is a fragment of matching
p-logic where we eliminate sorts and many-sorted symbols from matching u-logic, because
they are definable using axioms and theories. We present an encoding of matching pu-logic
into AML and implement a 200-line proof checker for AML using Metamath.

We study proof-certifying program execution and formal verification, where the correctness
of an execution/verification task is established by an AML proof object, serving as a machine-
checkable correctness certificate. Our approach is based on the K formal language semantics
framework. We design and implement procedures that output AML proof objects for the
language-agnostic program interpreter and formal verifier of K, which are parametric in the
formal semantics of a programming language. This way, we reduce checking the correctness
of a language task (i.e., executing or verifying a program) to checking the corresponding
AML proof objects using the proof checker.

We hope to demonstrate that matching p-logic can serve as a unifying foundation for
programming, where programming languages are defined as theories, and the correctness of

language tools is established by machine-checkable proof objects.
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Chapter 1: INTRODUCTION

Unlike natural languages that allow vagueness and ambiguity, programming languages must
be precise and unambiguous. Only with rigorous definitions of programming languages, called
their formal semantics, can we guarantee the reliability, safety, and security of computing
systems. Our vision is thus a unifying programming language framework based on the formal
semantics of programming languages, as shown in Figure [I.I} In such an ideal language
framework, language designers only need to define the formal semantics of their languages. All
the implementations and tools of a given programming language are automatically generated
from the formal semantics of the language by the framework.

Our unifying language framework is based on a unifying logical foundation, where the
formal semantics of programming languages are defined as logical theories, consisting of
logical formulas as axioms that specify the behaviors of programs. Correctness of language
implementations and tools is proved using a fixed formal proof system. These formal proofs can
be encoded as proof objects and checked by a proof checker. A unifying language framework
with a unifying logical foundation allows us to reduce the correctness of computation and
programming in general to something as simple as proof checking.

Previous work has pursued the above vision with the K framework (abbreviated K) [I] and
matching logic [2]. K is a rewrite-based language framework that allows to define formal
semantics of programming languages using configurations and rewrite rules. From the formal
semantics of any given programming language, K automatically generates a set of language
tools, including a parser, a program interpreter, a formal verifier, and a program equivalence
checker [3, 4]. K has been used to define the complete executable formal semantics of many
large languages, such as C [5], Java [6], JavaScript [7], Python [§], Ethereum virtual machines
bytecode [9], and x86-64 [10]. Matching logic has served as the logical foundation for the
static aspects of K. The core of matching logic is a notion of its formulas called patterns,
which can be used to uniformly specify and reason about program configurations and logical
constraints.

However, matching logic has two major limitations that prevent it from being able to
serve as the unifying logical foundation for programming. The first limitation is the lack
of a universal proof system that supports formal reasoning in all matching logic theories.
The known matching logic proof system P proposed in [2] is not universal because it only
supports formal reasoning in a subset of theories that feature definedness—a mathematical
instrument that can be used to define equality. If the underlying theory does not feature

definedness, P cannot be used to do formal reasoning in it.
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Figure 1.1: Vision of a Unifying Programming Language Framework

The second limitation of matching logic is the lack of support for fixpoints. Fixpoints are
ubiquitous and unavoidable in computer science. Without a direct support for fixpoints,
matching logic is insufficient for dealing with topics such as inductive datatypes, induction
principles, some temporal properties about programs, or formal verification. To handle these
fixpoints-related topics, one has to defer them outside matching logic to some other logics
or frameworks such as Coq [II], or extend matching logic with additional infrastructure
for fixpoints. For example, matching logic has been extended to reachability logic [12] that
provides additional coinduction-based proof rules for formal verification.

This work addresses the above two limitations of matching logic. For the first limitation,
we propose a new proof system H for matching logic that is universal and works with all
theories. We show that # is sound for all theories, meaning that if a pattern (i.e., a matching
logic formula) is provable using H in a given theory, then it holds in that theory. The other
direction is known as the completeness of H. While we do not know whether H is complete
for all theories, we present two important completeness results. The first is the definedness
completeness theorem (Theorem which states that H is complete for every theory that
features definedness. The second is the local completeness theorem (Theorem [3.8]), which
states that H is complete for the empty theory. We present proof system H in Chapter

For the second limitation, we extend matching logic to matching p-logic, by adding a pu
operator that builds least fixpoints. Greatest fixpoints are definable using least fixpoints.

We also extend the proof system H to H,, which has two proof rules dedicated to fixpoint



reasoning, inspired from the Knaster-Tarski fixpoint theorem (Theorem . This way,
matching p-logic can specify and reason about fixpoints in a principled way. We present
matching p-logic and its proof system H, in Chapter {4

We then proceed to study the expressive power of matching p-logic. We show that many
important logics, calculi, and foundations of computations, especially those featuring fixpoints,
can be defined as matching p-logic theories. These includes FOL with least fixpoints, initial
algebra semantics, separation logic with recursive predicates, modal pu-calculus, various
temporal logics, dynamic logic, reachability logic, A-calculus, and type systems. We present
the above results about the expressive power of matching u-logic in Chapter [5]

We study automated reasoning for matching p-logic with a focus on fixpoint reasoning. We
propose a unifying proof framework that consists of high-level proof rules that are derivable
using the proof system #H,. Automated reasoning becomes proof search over the proposed
high-level proof rules, with heuristics guiding the proof search for better performance. We
present the above unifying proof framework based on matching p-logic in Chapter [6]

We propose and study applicative matching u-logic, abbreviated as AML, which is a simple
instance of matching p-logic that retains all of its expressive power. AML is obtained by
eliminating sorts and many-sorted symbols from matching p-logic because they can be defined
by axioms. We present an encoding of matching p-logic into AML. We implement a proof
checker for AML using Metamath [I3] in 200 lines of code. AML proofs can be encoded as
proof objects and checked by the 200-line proof checker, which serves as a small trust base of
checking any AML proofs. We present AML and the proof checker in Chapter [7]

Finally, we put everything together and study proof-certifying program execution and
formal verification, based on K and AML. We implement proof generation procedures for the
program interpreter and the formal verifier of K, which are parametric in the formal semantics
of a programming language. The proof generation procedures output AML proof objects as
correctness certificates for the said interpreter and verifier. This way, we reduce checking the
correctness of program execution and formal verification to checking the corresponding AML
proof objects. We discuss proof-certifying program execution in Chapter [§|and proof-certifying
formal verification in Chapter [0

The vision of a unifying language framework and a unifying logic foundation for program-
ming is a grand one. Related study started in the 1960s, with the proposal of various formal
semantics notions and styles [14) [15] [16, 17, 18, 19, 20]. After more than half a century of
research on the topic, great progress has been made in terms of the scalability, usability,
robustness, popularity, reusability, and trustworthiness of semantics-based language tools,
moving us closer to realizing the above vision, which we believe, with evidence present in

this work, is in within our reach in the near future with matching p-logic.



Chapter 2: PRELIMINARIES

This preliminary chapter consists of three parts. The first part is Section [2.1], where
we review the basic definitions and notation in mathematics, such as sets, functions, and
relations. The second part is Sections [2.2H2.14] where we introduce the logics, calculi, and
foundations of computation that are relevant to this work. The third part is Section [2.15]

where we present an overview of the K formal language semantics framework.

2.1 BASIC MATHEMATICS

Let A be a set. The size or cardinality of A is denoted by card(A). The powerset of A is
denoted by P(A). The empty set is denoted by (0.

Let A and B be two sets. The intersection of A and B is denoted by AN B. The union
of A and B is denoted by AU B. The set difference of A and B is denoted by A\ B and
defined by A\ B = {a € A|a ¢ B}. The set symmetric difference of A and B is denoted by
A A B and defined by AAB=(A\ B)U(B\ A). If AN B =), we say that A and B are
disjoint. We write AU B to mean AU B, with the assumption that A and B are disjoint. We
write A C B to mean that A is a subset of B. We write A C B to mean that A is a strict
subset of B, that is, A C B and A # B.

A total function or simply function from A to B is denoted by f: A — B, whose domain
is domain(f) = A and codomain is codomain(f) = B. The set of all functions from A to B
is denoted by B4 or [A — B]. The image of f is image(f) = {f(a) | a € A}. We call f an
injective function or injection iff f(a;) = f(ag) implies a; = ay for any ay,as € A. We call f
a surjective function or surjection iff image(f) = codomain(f). We call f a bijective function
or bijection iff it is both injective and surjective. For a subset Ay C A, the restriction of f
over Ag, denoted by f|a,: Ao — B, is a function defined by

fla,(a) = f(a) for all a € Ag (2.1)

A partial function from A to B is denoted by f: A — B, where domain(f) C A. Total
functions are special instances of partial functions with domain(f) = A. The set of all partial
functions from A to B is denoted by [A — B]. We write f: A —g, B to mean that domain(f)
is finite. The set of all finite-domain partial functions from A to B is denoted by [A —g, B].
We use ) to denote a partial function with an empty domain. For a € A\ domain(f), we say
that f is undefined at a, written f(a) = L.

For a function (or partial function) f from A to B, we use f[by/ag] where ag € A and
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by € B to denote the updated function (or updated partial function) f’ such that f’'(ag) = bo
and f'(a) = f(a) for all a € A\ {ap}. For two functions (or partial functions) f,g: A — B,
we write f ~> g where ag € A to mean that f(a) = g(a) for all a € A\ {ag}. We write f & g
where Ay C A to mean that f < g for all a € A\ Aj.

We say that partial functions f,g: A — B are disjoint, if domain(f) N domain(g) = (). For
disjoint partial functions f,g: A — B, their disjoint union is a partial function fUg: A — B,

given by
f(a) if a € domain(f)
(fUg)(a) =< g(a) if a € domain(g) (2.2)
1 otherwise

Note that domain(f U g) = domain(f) U domain(g). For simplicity, we automatically require
that f and g are disjoint whenever we write f U g.

Given f: P(A) — P(A), a fixed point or fizpoint of f is a set Ag C A such that f(Agy) = Ao.
A pre-fixpoint (or post-fizpoint) of f is a set Ay C A such that f(Ay) C Ay (or Ay C f(Ap)).
Thus, Ay is a fixpoint iff it is a pre-fixpoint and a post-fixpoint. We say that f is monotone
iff Ay C A, implies f(A;) C f(Ay) for all Ay, Ay C A.

Theorem 2.1 (Knaster-Tarski fixpoint theorem [21]). Let f: P(A) — P(A) be a monotone
function. Then f has a unique least fixrpoint Ifp f and a unique greatest fixpoint gfp f, given

as follows:

Ifp f = ({Ao C A f(Ay) € Ao} gfp f = J{4o C A 4y C f(40)} (2.3)

In other words, the least fixpoint is also the least pre-fixpoint, and the great fixpoint is also
the greatest post-fixpoint.

Let A be a set whose elements are called indices. A A-indexed set is denoted by A = {Ax}ea,
where A, is a set for each A € A. For simplicity, we often write a € A to mean that a € A,
for some A € A. For two A-indexed sets A = {A)}rea and B = {By}xea, we write f: A — B
to denote a A-indezed function, where f(a) € By for every A € A and a € A,.

Definition 2.1. Given a function f: A — P(B), we define its pointwise extension

5 P(A) = P(B) (24)
by
fext(AO) — U f(a) forall Ay C A (2.5)
a€Ap



Note that f**(0) = (. For any A-indexed set {Ax}aea, [ (Uren Ar) = Usea [7(A2). In
particular, we have f**(A; U---UA,) = f™(A;) U--- U f**(A,) for any A;,..., A, C A.

Given sets Aq,..., A, for n > 1, the set A; x --- x A, is the set of n-tuples, given by
Ay x - x A, = {(ar,...,a,) | a; € A;;1 < i < n}. Note that the 1-tuples are simply
the elements in A;. The 2-tuples are called pairs. An n-ary relation over A;,... A, is a
subset of A; x --- x A,. When n =1, we call it a unary relation. When n = 2, we call it a
binary relation. For an n-ary relation R C Ay x --- x A,, we say that R(ay,...,a,) holds iff
(ay,...,a,) € R. The set of all n-ary relations over A; X --- x A, is P(A; x --- X A,).

We define

A"=Ax---x A for n > 2 (2.6)
M—/

The set of all n-ary relations over A™ is P(A™). The set of all relations over the elements/tuples
of Ais ;o P(AY).

The ide;ztz'ty relation over A is denoted by id4 and defined by id4 = {(a,a) | a € A}. For
relations Ry C A x B and Ry C B x C, their composition is a relation Ry o Ry C A x C,
defined by

Ry o Ry ={(a,c) € A x C| there exists b € B such that R;(a,b) holds and Ry (b, ¢) holds}
(2.7)
Since o is associative, we feel free to write Ry o --- o R,, without parentheses.
For a relation R C A x A, we say that R is

1. reflexive, if R(a,a) holds for all a € A,
2. symmetric, if R(ay,ay) holds implies R(as, a;) holds for all ay, as € A;

3. transitive, if R(ay1, az) holds and R(as, ag) holds implies R(a1, ag) holds for all ay, as, as €
A.

Welet R" = Ro---oR. When n =1, we let R = R. When n = 0, we let R® = id4. The
—_—

transitive closure of R is denoted by R* and defined by R* = J;, R'. The reflexive and
transitive closure of R is denoted by R* and defined by R* = (J,», R".

2.2 FIRST-ORDER LOGIC

We review (many-sorted) first-order logic, abbreviated as FOL.



Definition 2.2. A FOL signature (S, F,1I) consists of a set S of sorts, an (S* x S)-indexed set
F ={Fs s, s}s1...n.ses of function symbols, and an S*t-indexed set T = {Il,, 5. }s. snes

of predicate symbols.

Definition 2.3. Given a FOL signature (S, F,II) and an S-indexed set V' = {V,}scs of
(many-sorted) variables, denoted by z : s, y: s, ete, the syntax of FOL is given by the following

grammar:
FOL terms tsi=x:s€V; (2.8)
| f(tsy, .- ts,) with f € Fy g (2.9)
FOL formulas ¢ == 7(ts,,...,m,) with eIl (2.10)
| o1 A w2 (2.11)
|~ (2.12)
| dz:s.p (2.13)

We use freeVar(y) to denote the set of free variables in ¢. We write ¢|ts/x : s] for the result
of substituting ¢, for every free occurrences of x: s in ¢, where a-renaming happens implicitly

to avoid variable capture.

Definition 2.4. Given a FOL signature (S, F,II), a FOL (S, F,1I)-model or simply FOL

model is a tuple

M = ({Ms}s€S7{fM}f€F7{7TM}7F€H) (214)

where
1. M, is a nonempty carrier set for every s € S;
2. fu: Mg, x -+ X My, — M, is a function for every f € Fs, s, s
3. my € Mg, X --- X M, is a relation for every m € Iy, s, .

Definition 2.5. Let M be a FOL model. A FOL M -valuation or simply FOL valuation
p: V. — M is a function such that p(z:s) € M for every s € S and x:s € V. The term
extension of p is a function p from the set of FOL terms to M, defined by

L. p(x:s) = plz:s);
2. p(f(tsys - its,)) = fu(p(ts,), - p(ts,))-

Note that p(ts) € M for every FOL term ¢, whose sort is s.



(PROPOSITIONAL TAUTOLOGY) ¢, if ¢ is a propositional tautology

Y1 P1— P2
(MoDUs PONENS) 0o
(TERM SUBSTITUTION) plts/x:s] = Tr:s.p
Y1 P2 .
ifx:s ¢ freeVar
(3-GENERALIZATION) (Fx:s.p1) = @2 7 (2)

Figure 2.1: Sound and Complete Proof System of FOL

Definition 2.6. Let M be a FOL model. The FOL satisfaction relation M, p FroL ¢ is
defined for all p as follows:

1. M,pEeoL (ts,, ..., ts,) iff mar(p(ts,), ..., plts,)) holds;

2. M, pEroL o1 Ay iff M, pEroL @1 and M, p EroL ©2;

3. M, pEroL ~¢ iff M, p HroL ¢;

4. M, pEgoL Jx:s.p iff there exists a € M, such that M, pla/z : s| EroL ¢.

We write M EgoL p iff M, p FroL ¢ for all p. A FOL theory I is a set of FOL formulas/axioms.
We write M FroL ' iff M FeoL ¢ for all v € I'. We write I' Fro ¢ ifft M Fgor ' implies
M ':FOL (%2 for all M.

FOL has a sound and complete Hilbert-style proof system as shown in Figure 2.1} The
corresponding provability relation is denoted by I' FgoL .

Theorem 2.2 ([22]). For any FOL theory I and formula ¢, I EroL ¢ iff T FroL ¢.

2.3 FIRST-ORDER LOGIC WITH LEAST FIXPOINTS

We review first-order logic with least fixpoints, abbreviated as LFP. LFP is an extension

of FOL with predicate variables and an operator Ifp that builds least fixpoints.
Definition 2.7. An LFP signature (S, F,1II) is the same as a FOL signature.

Definition 2.8. Given an LFP signature (S, F,II), an S-indexed set EV = {EV }seg of
element variables, and an St-indexed set PV = {PV, . }s
the syntax of LFP extends the syntax of FOL with the following grammar rules:

sncs of predicate variables,

-----

LFP formulas ¢ = (syntax of FOL formulas) (2.15)

8



| P(ty,,....t,) with P € PV,, ., (2.16)
| [lpr,$1:51...,zn :sngo] (t517 e 7t5n) Wlth P € PV31~~~,3n (217>

where [fpp, . . .o @l(ts, ..., 1s,) Tequires that ¢ is positive in P, that is, every sub-
formula of ¢ that has form P(t ,...,t, ) must occur under an even number of negations.
LFP terms are the same as FOL terms defined in Definition 2.3

Definition 2.9. An LFP model M is the same as a FOL model. An LFP M -valuation or
simply an LFP valuation p = (pgv, ppy) is a pair, where pgy: V. — M and ppy: PV —
(P(May % % My )}
P e PV s, . Let pgy be the term extension of pgy in Definition The LFP satisfaction
relation M, p ELpp ¢ is defined for all p by extending the FOL satisfaction relation with two

snes- That is, ppy(P) is an n-ary relation over My, , ..., M, , for

additional rules:
1. M,pEep P(ts,,...,ts,) iff ppv(P)(pEv(ts,),-- ., pev(ts,)) holds;

2. M,P ':LFP [prP,azl:s1...,xn:sn30](t51’ <. 7t5n) iff (IOE_V(t51>7 s 7pE_V(t5n>) € ﬂ{R - Msl X
-x Mg, | forall a; € M,, 1 <i<mn, M,p|R/P,a1/x1:51,...,0n/Tpn: Sy FLrp ¢ iIm-
plies (a1, ...,a,) € R},

We write M Eigp @ it M, p ELpp @ for all p and all the predicate variables of ¢ are bound by
lfp. We write Figp o ift M Fipp ¢ for all M.

Our presentation of LFP is slightly different from the classical presentation. The clas-
sical presentation enforces all the predicate variables in an LFP formula to be bound by
Ifp. The semantics of predicate variables, which are needed for defining the semantics of
PRz, 51 2 s, @)s ar€ given by a model of an extended signature, where all the predicate
variables are added as predicate symbols and interpreted as relations. In our presentation,
we do not extend the signature nor the model. Instead, we extend the valuation with ppy,
which maps predicate variables to relations. This modified yet equivalent presentation of
LFP fits better in Section where we will define LFP in matching pu-logic.

2.4 SECOND-ORDER LOGIC
We review (many-sorted) second-order logic, abbreviated as SOL.

Definition 2.10. A SOL signature (S,C,II) consists of a set S of sorts, an S-indexed set C'
of constant symbols that are function symbols of arity 0, and an S*-indexed set II of predicate

symbols.



Definition 2.11. Given a SOL signature (S, C,II), an S-indexed set EV = {EV  }scs of
element variables, and an S*-indexed set PV = {PV, . }s
the syntax of SOL is given by the following grammar:

s,cs of predicate variables,

,,,,,

SOL terms t,:=uz:s5€ EV (2.18)
lceC, (2.19)

SOL formulas ¢ == t, =t (2.20)
| m(tsy, ... ts,) withmellg o, (2.21)

| P(ts,,...,ts,) with P € PV (2.22)

| 1A @2 (2.23)

| (2.24)

| Jx:s. ¢ (2.25)

| 3P.p with P € PV, s, (2.26)

Here, we include equality ¢, = ¢, mainly for convenience. We could remove it from the
syntax and define equality using Leibniz’s principle (i.e., two entities are equal if any property

of one is a property of the other) by

t, =t =VP.(P(t) < P(t.)) (2.27)

/
Definition 2.12. Given a SOL signature (S, C,II), a SOL (S, C,II)-model or simply SOL
model M = ({M;}ses, {cr}eec, {mar}ren) is a tuple, where

1. M is a carrier set for every s € S,

2. ¢y € M for every ¢ € Cy;

3. my © Mg, X --- x M, for every m € Il s, .

Definition 2.13. Given a SOL model M, a SOL M -valuation or simply SOL wvaluation
p = (prv, ppv) is the same as Definition 2.9] The SOL satisfaction relation M, p Eso ¢ is
defined for all p by the following rules:

1. M,pEsoLts =t iff prv(ts) = pev(t));
2. M, 1% ':SOL W(tsl, C ,tsn) lff WM(pE_V(tsl)a e apE‘_V(tsn>> hOldS;

3. M,pEsoL Plty,,....ts,) iff ppyv(P)(5v(ts,), . ... pev(ts,)) holds;

10



4. M, pFsoL o1 N\ o iff M, pFEsoL ¢1 and M, p FsoL 2;

5. M,p l:50|_ 2 ifft M,P E{SOL 2
6. M, pFEsoL dx:s.p iff there exists a € M such that M, pla/x: s| EsoL ¢;

7. M,p EsoL 3P . ¢ iff there exists R C M, x --- x M, such that M, p[R/P] EsoL ¢,
where P € PV, . .

We write M EsoL ¢ iff M, p EsoL ¢ for all p. A SOL theory T is a set of SOL formulas/axioms.
We write M FgoL ' iff M FsoL ¢ for all v € I'. We write I' FsoL ¢ ifft M Fsor ' implies
M ':so|_ (2 for all M.

Monadic SOL, abbreviated as MSO, is an instance of SOL where all predicate variables

are unary, i.e., taking only one argument.

2.5 EQUATIONAL SPECIFICATIONS AND INITTIAL ALGEBRA SEMANTICS

Equational specifications (also known as algebraic specifications) and initial algebra se-
mantics provide a generic and principled framework to study induction. We review the main

definitions and notation about them following the standard many-sorted approach [23, 24].

Definition 2.14. Given a many-sorted signature (S, F), an (S, F')-algebra or simply F'-algebra
A = ({As}ses, {fa}ser) is a pair, where

1. A, is a carrier set for every s € S;
2. far i As, X --- x Ag, — Ay is a function for every f € Fy, s

Given an S-indexed set V' = {V;}scg of variables, the syntax of (S,F)-terms or simply F'-terms
is the same as Definition [2.3] Let Tr(V) = {Trs(V)}ses be an S-indexed set of terms with
variables in V. The set Tp(0) = {Trs(0)}scs includes all the ground terms, i.e., terms with
no variables. We often abbreviate Tr(0) as Tr and Tr(0) as Trs. An A-valuation p: V — A
and its term extension p are the same as Definition When V' = 0, there is a unique
trivial valuation 0: ) — A. We define eval(t) = ((t) for t € T and feel free to drop the

subscript A when it is understood or not important.

Definition 2.15. Given a many-sorted signature (S, F'), an (S, F')-equation or simply F-
equation is written VV . ¢, = t,, where V' is finite and ¢,, ¢, € Tr (V). A ground (S, F)-equation

S

or simply ground F-equation Y0 .ts =t. is when V = ) and t;,t, € Tp,.

11



(AXIOM) YWits=t, if(VW.ty=t)eFE

(REFLEXIVITY) VYV .t =t

YVt =t
(SYMMETRY) YV .t =t
YV .ty =t YV .t =t
(TRANSITIVITY) VYV .ty =1t!
YWVt =ty ... YV.t, =t
(CONGRUENCE)  VV . f(ts,,...,ts,) = f(t,,, ..., t,,)
YV .ty =t

(SUBSTITUTION) VU 4.0 — 1/6 with substitution 6: V' — T (U)

Figure 2.2: Sound and Complete Proof Rules for Equational Deduction

Definition 2.16. Given an (S, F')-algebra A and an (5, F')-equation VYV .t = ', we write
AFg VYV .t =1t iff p(t) = p(t') for all A-valuations p. An equational specification (S, F, E)
consists of a many-sorted signature (S, F) and a set E of (5, F)-equations. We often
abbreviate (S, F, E) as (F, E) or simply E. We write A Fgq F iff A Fgq e for all e € E, and
we call A an (S, F, E)-algebra or simply (F, E)-algebra or E-algebra. We write E Fgq e iff
A Feq e for all F-algebras A.

Next, we review rules of equational deduction for many-sorted algebras. There are many
equivalent definitions of equational deduction in the literature. We present one standard
definition in Figure and denote the corresponding provability relation by E Fgq e. In
Figure , ts0 denotes the result of applying 6 to tg, i.e., t;0 = t[0(x1)/z1,...,0(x,)/x)
with freeVar(ts) = {z1,...,x,}.

Theorem 2.3. For any equational specification E and equation e, we have E bFgq e iff
FE ':EQ €.

Definition 2.17. Let A be an (S, F)-algebra. A congruence on A is an S-indexed set
R = {Rs}ses of equivalence relations Ry C Ag x A, for s € S, such that Ry, (a;, b;) holds for all
1 <i <nimplies R, (fa(ai,...,an), fa(br,...,b,)) holds, for all f € Fy, , sanda;, b, € A,
1 <i < n. The R-quotient algebra of A'is an (S, F')-algebra A/p = ({A/rs}ses, {fa,p}rer),

where

1. A/ps = {la]r | a € A} for every s € S; here, [a]p = {b € A, | Rs(a,b) holds} is the

R-equivalence class of a;

12



2. fA/R: A/ps, X - X Ajps, — Asps is a function defined by fA/R([Ch]R, o lanlr) =
[falar,...,a,)|g for all [a;]gr € A/gs,, 1 <0 < n, for every f € F

1...8n,8*

Note that f4,, is well-defined because R is a congruence.

Definition 2.18. Given a many-sorted signature (S, F'), an (S, F)-term algebra or simply
F-term algebra Ty = ({Trs}ses, { frp }rer) is an F-algebra, where

1. Tr, is the set of ground terms of sort s, for every s € S;

2. fro: Trs, X -+ X Trs, — Tpy is defined by fr,.(ts,,...,ts,) = f(ts,,...,ts,) for all
ts, € Trs,, 1 <1 <mn, for every f € Fj

1---8n,8*

Equational deduction generates a congruence on 1p.

Proposition 2.1. Let E be an equational specification. Define a relation ~p s C Trs X T
such that ts ~p st iff E Feq VO .ts = t., for all ts,t, € Trs. Then, ~p = {~p}ses 1S a

congruence on Tp.

We use [ts]~,, or simply [ts|g or [ts], to denote the set of terms that are provably equal to

t. We abbreviate t, ~p s t. as t, ~pt, or ty~t,.

Definition 2.19. Given an equational specification (S, F, E'), the (S, F, E)-quotient term
algebra or simply (F, E)-quotient term algebra or E-quotient term algebra, written Ty, is

the ~p-quotient algebra of Tr. Specifically, Tr/p = ({Tr/E.s}ses, {fTF/E}feF), where
L. Tp/ps = {[ts|p | ts € T} for every s € S

2. frpp: Tr/psy X - X Teyps, — Tryps is a function defined by fTF/E([tSI], oo lts)]) =
[f(tsys--- ts,)] for all [tg,] € Tp/ps,, 1 < i < n, for every f € F

1---8n,S*

Term algebras and quotient term algebras are the concrete examples of initial algebras,
which are initial objects in the category of algebras. We first review the definition of algebra

morphisms.

Definition 2.20. For (S, F')-algebras A and B, an (algebra) morphism is a function h: A — B
such that h(fa(as,...,a,)) = fe(h(a1),...,h(ay,)) forall f € Fy, 5, sanda; € A, 1 <i<n.
If h is a morphism and its inverse h=!': B — A exists, then h is an isomorphism and A and

B are isomorphic.

Definition 2.21. Given an equational specification (S, F, E), an initial (S, F, E)-algebra or
simply initial (F, E)-algebra or initial E-algebra, is an (S, F)-algebra I such that for every
(F, E))-algebra A, there exists a unique morphism ha: I — A. An initial (S, F, 0))-algebra is
called an initial (S, F')-algebra or simply initial F'-algebra.

13



Theorem 2.4. Any two initial (F, E')-algebras are isomorphic. In particular, Tr is an initial

F-algebra and Ty g is an initial (F, E)-algebra.

An equational specification states the existence of some data, operations, and equational
properties. Its initial algebras are the minimal realization of the specification, in the sense
that all of its elements are representable by terms and all the (equational) properties are
derivable from E. An equivalent characterization of initiality is the famous “no junk, no

confusion” slogan, firstly proposed in [25].
Theorem 2.5. Let A be an (S, F, E)-algebra. We define no-confusion and no-junk as follows:

1. A satisfies no-confusion, iff A Fgq V0.ts = t, implies E tgq Y0.t, = . for all
ts, t’s € TF,s-

2. A satisfies no-junk, iff for any a € A, there exists t, € Trs such that evals(t,) = a.
Then, A is an initial (S, F, E)-algebra iff it satisfies no-junk and no-confusion.

Therefore, A satisfies no-confusion iff for any ¢,,t, € Tp, that have the same semantics in A,
we have E Fgq V0.t = t, which implies that E Feq V0. ¢, = ¢, (Theorem [2.3)). That is, if
ts and t. have the same semantics in A, then they have the same semantics in all F-algebras.
On the other hand, if A satisfies no-junk, then every element in A is representable by a

ground term.

2.6 SEPARATION LOGIC

Separation logic [26], abbreviated as SL, is a logic specifically crafted for reasoning about
heap structures. SL has many variants; the formalization that we consider here is adapted
from [27]. The most characteristic construct in SL is separating conjunction ¢, * 9, which
specifies a conjunctive heap of two disjoint heaps. In addition, SL has the model of heaps
(i.e., finite-domain maps) hard-wired in its semantics, which makes it a logic specifically

crafted for heap reasoning.

Definition 2.22. Let V be a set of variables and RSymb be a finite set of recursive symbols.
For each P € RSymb we use arity(P) > 1 to denote its arity. The syntax of SL is given by

the following grammar:

SL terms tui=x €V (2.28)
| nil (2.29)

14



SL formulas: ¢ == (syntax of FOL formulas) (2.30)

| emp // the empty heap (2.31)

| t1 — to // singleton heaps (2.32)

| 1 % @2 // separating conjunction (2.33)

| 1 —* @2 // separating implication (the “magic wand”) (2.34)

| P(ty,...,t,) with P € RSymb and arity(p) =n (2.35)

A recursive symbol definition D is a set that has the following form:

D ={P(x1,...,x,) =1p ¥p | P € RSymb and arity(P) =n} (2.36)

where freeVar(yp) C {z1,...,2,} and ¢p is positive in P, the same as LFP (Definition [2.8).
In this work, we do not consider mutually recursive symbols, so we require that P is the only

recursive predicate symbol in ¢p.

Intuitively, a heap (fragment) satisfies @1 * ¢y iff it can be separated into two disjoint
sub-heaps such that one satisfies 1 and the other satisfies 5. Separating implication 3 —kpa,
also known as the magic wand, behaves like an inverse of separating conjunction. A heap h
satisfies 1 — o iff for any h' that satisfies 1, the disjoint union of h and h' satisfies ¢».
We will formally define the semantics of SL in Definition [2.24]

Many heap structures, especially those featuring induction, can be defined using recursive
symbol definitions. For example, singly-linked lists can be defined by a recursive symbol list

and the following recursive symbol definition:
list(xz) =1gp ((z = nil) Aemp) V (y. (x # nil) Az — y*list(y)) (2.37)

Intuitively, if z = nil then list(nil) specifies the empty heap emp. Otherwise, there exists y
such that x points to y (i.e., z — y), and in a separate heap segment there is a singly-linked

list starting at y.

Definition 2.23. A heap is a partial function h: N —g, N. The set of all heaps is denoted by
H = [NT —4, N]. For heaps h; and hy, their disjoint union is denoted by hy U hy (Section .
A store is a function s: V' — N. Its term extension 5: V U {nil} — N is given by §(z) = s(z)
for all x € V and s(nil) = 0.

Definition 2.24. Given a set of recursive symbols RSymb and a recursive symbol definition
D in Definition 2.22] the SL satisfaction relation s, h Fs ¢ is defined for all heaps h and stores
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s by extending the FOL satisfaction relation (Definition with the following additional

rules:
1. s,h Es emp iff domain(h) = 0;
2. s,h Eg ty >ty iff 5(t1) # 0, domain(h) = {5(¢1)}, and h(5(t1)) = s(t2);
3. s, h EsL 1 %y iff there exist hy, hy such that s, hy Esi 1, s, ho Esi 9, and h = hy Uhy;

4. s,h Es. o1 —x g iff for all A’ such that h,h’ are disjoint and s, h’ Es. ¢, we have
s,h U Fsi a;

5. 8,hEsL P(ty,...,t,) iff (3(t1),...,5(t,), h) € |P|3, for P € RSymb and arity(P) = n,

where | P|t is given as follows. Define a function Fp: P(N" x H) — P(N" x H) by letting
Fp(R) ={(5(x1),...,5(zn),h) | s,h EsLp ¥p} for RCN" xH (2.38)

where ¢p is given by D and Fgi_p is the same as Fs| except that |P|°" = R. Since ¢p is
positive in P, Fp is monotone and its unique least fixpoint 1fp F,, is given by Theorem [2.1]
We let |P|°t = Ifp Fp. Given a SL formula ¢, we write Fsy o iff s, h Fsp ¢ for all s and h.

2.7 MODAL LOGIC K

Modal logic is a big family of logics, with many variants and extensions. The formalization
we consider here is called modal logic K with multiple modalities. We should not confuse
modal logic K with the K formal semantics framework (Section . We will always use the
blackboard bold letter K to refer to the latter.

Definition 2.25. Let AP be a set of atomic propositions, also known as propositional
variables in the literature. Let L be a set of labels. The syntax of modal logic is given by the

following grammar:

modal logic K formulas ¢ == p € AP (2.39)
| 1A P2 (2.40)
|~ (2.41)
| [a]p with a € L (2.42)

For each a € L the dual of [a] is the modal operator (a), given by (a)p = —[a]—-ep.
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(PROPOSITIONAL TAUTOLOGY) ¢, if ¢ is a propositional tautology

P11 P1 > P2
(MobDUs PONENS) ©2
(K) [a](¢1 = 2) = ([a]pr — [a]p2)
%
(N) la]e

Figure 2.3: Sound and Complete Proof System of Modal Logic K

Definition 2.26. Given a label set L, an L-labeled transition system or simply labeled
transition system is a tuple T = (S, {——}acr), where S is a set of states and — C S x S is
a binary relation, called a transition relation, for every a € L. We write s; — s, to mean
that (—)(s1, s2) holds, for s1,55 € S.

Definition 2.27. Given a label set L and an L-labeled transition system 7' = (S, {—=}acr),
a T-valuation is a function p: AP — P(S). The modal logic satisfaction relation T', p, s Fg ¢
is defined for all p and s € S as follows:

1. T,p,s Fx piff s € p(p);

2. T p,sFx o1 N it T, p,s Ex o1 and T, p, s Fg 2;

3. T, p,skEx ~piff T, p,s Fk ¢;

4. T, p,s Fy la]g iff for all s € S, s = " implies T, p, s’ Fx .

The derived semantics for (a)y is
T, p, s Fx (a)y iff there exists s’ € S such that s — s and T, p, s’ Fx ¢ (2.43)

We write T, p Fx ¢ ift T, p, s Fx ¢ for all s € S. We write T Fg ¢ iff T\, p Fg ¢ for all p. We
write Fk ¢ iff T'Fg ¢ for all T

Modal logic K has a sound and complete proof system as shown in Figure 2.3l In
the literature, (K) is also known as the distribution axiom and (N) is also known as the

necessitation rule. We use g ¢ to denote the corresponding provability relation.

Theorem 2.6 (|28]). For any modal logic formula ¢, Fx ¢ iff Fk ¢.
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2.8 MODAL ;-CALCULUS

Modal p-calculus [29] is an extension of modal logic K with fixpoints.

Definition 2.28. The syntax of modal p-calculus extends the syntax of modal logic K with

an additional grammar rule:

modal p-calculus formulas ¢ == (syntax of modal logic K) (2.44)

| uX . if ¢ is positive in X (2.45)

where X € AP is also an atomic proposition. Following the convention, we use p for free

atomic propositions and X when they are bound by pu.

The operator p is the least fixpoint operator. Its dual is the greatest fixpoint operator v,
given by vX .o = —-uX . —p[-X/X].

Definition 2.29. The modal p-calculus satisfaction relation 7', p, s Fr,, ¢ extends the modal

logic satisfaction relation Fx by adding a rule for u. Firstly, we introduce the notation
ol = {s € S| T,p,s Fru ¢} (2.46)

Note that it is now sufficient to define |g0|;*; for all ¢, in order to define the satisfaction

relation Fx. Then, we add the following rule for pu:

nX. <P|%; = ﬂ{A cS| |§0’§{;[A/X] c A} (2.47)

The derived rule for v is

v X. 90|#p = U{A CSIAC |%0’:er:;[A/X]} (2.48)

We write Fr, ¢ iff |<,0]§’; = S for all T" and p, that is, T', p, s Fr, ¢ for all T, p, and s.

Modal p-calculus has a sound and complete proof system, as shown in Figure 2.4 We use

1. ¢ to denote the corresponding provability relation.

Theorem 2.7 ([30]). For any modal p-calculus formula ¢, Er, © iff Fr, .

2.9 TEMPORAL LOGICS

We review infinite-trace linear temporal logic (infinite-trace LTL) [31], finite-trace linear
temporal logic (finite-trace LTL) [32], and computation tree logic (CTL) [33].
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(MobpAL Locic K)  all proof rules in Figure H

(PRE-FIXPOINT) olpX .o/ X] = uX.p
plo/X] = ¢

(KNASTER TARSKI)  puX.p — 1

Figure 2.4: Sound and Complete Proof System of Modal p-Calculus

2.9.1 Infinite-trace LTL

Definition 2.30. Let AP be a set of atomic propositions. The syntax of infinite-trace LTL

is given by the following grammar:

infinite-trace LTL formulas ¢ == p € AP (2.49)
| 1 A o2 (2.50)
| = (2.51)
| o // “next ¢” (2.52)
| 01U o // “o1 until ¢y (2.53)

The other modal operators such as op (“eventually ¢”) and Oy (“always ¢”) can be defined

as follows:
cp=TUgp Op=-0-9p (2.54)

where T is a formula that always holds, which can be defined by T = p V —p.
The models of infinite-trace LTL are infinite traces over P(AP). We use a = apajas . ..
to denote an infinite trace, where o; C AP for every i > 0. We use a>; to denote the suffix

trace ooy 10G4o . ...

Definition 2.31. The infinite-trace LTL satisfaction relation a Fi,a1L ¢ is defined as follows:
L. aFiarL p il p € a;
2. aFparL o1 A g it a Fisar 1 and a F o
3. a Finre o iff o FinarL ¢

4. a Bt op iff asy Bt ¢;
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(PROPOSITIONAL TAUTOLOGY) ¢, if ¢ is a propositional tautology

(Mobpus PONENS)

(Fun)
(U1)
(U2)

(IND)

Y1 P17 P2
©Y2

o(p1 — p2) =+ (01 —+ o)
%
op

O(p1r = w2) = (Op1 — Ops)
Y

Uy

op > —|(o—|gp)

(1 U ) = oo

(01 U p2) < (02 V (1 Ao(p1 U 92)))

(e = op) = (¢ — L)

Figure 2.5: Sound and Complete Proof System of Infinite-Trace LTL

a>; FinfLTL ©1-

2.9.2 Finite-trace LTL

given by the following grammar:

finite-trace LTL formulas

5. a FinstL 1 U o iff there exists j > 0 such that as; FisatL 2 and for every i < j,

We write FihatL ¢ to mean a Fina1 o for all a.

Infinite-trace LTL has a sound and complete proof system, as shown in Figure 2.5l We use

FinfLTL ¢ to denote the corresponding provability relation.

Theorem 2.8 (See [32]). For any infinite-trace LTL formula ¢, EnatL ¢ iff Finite -

Finite execution traces play an important role in program verification and monitoring.

Unlike infinite-trace LTL, finite-trace LTL use finite traces as its models.

Definition 2.32. Let AP be a set of atomic propositions. The syntax of finite-trace LTL is

pu=p€e AP (2.55)
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| 1A pa (2.56)
| = (2.57)
| op /] “next (2.58)
| o1 W // “o1 weak-until ¢y” (2.59)

Note that ¢; W @9 only requires that ¢; remains true until ¢y becomes true, but it does
not require that ¢, eventually becomes true. Therefore, it is possible that s remains false
until the end of the trace.

Definition 2.33. The finite-trace LTL satisfaction relation «y ... a, Faare ¢ with n > 0 is

defined as follows:
1. ag...a, Faure p iff p € ag;
2. ag...apn Fhate 01 A o iff ag ... Fanre 01 and g ... ay, F s
3. ag... o Eante — UM ag .. FrinirL 3
4. ag...op Finreop iff n =0 or ag ... ay, FginitL @5
5. g ..., FinLtL 01 W 9 iff one of the following holds:

(a) for every i < n, ;... FnTL ©1;

(b) there is j < n such that a; ..., Fante @2 and for every i < j, oy ...y, EfinlmL 1.

We write FqatL 0 to mean that «q ... o, FanrL @ for all n and aq . . . . Note that op holds

when we reach the end of any execution trace, as defined in (4).

Finite-trace LTL has a sound and complete proof system, as shown in Figure We use

FanLTL ¢ to denote its provability relation.

Theorem 2.9 ([32]). For any finite-trace LTL formula ¢, EqatL @ iff FinltL -

29.3 CTL

CTL is a branching-time logic whose time model has a tree-like structure.

Definition 2.34. Let AP be a set of atomic propositions. The syntax of CTL is given by

the following grammar:

CTL formulas ¢ :==pe€ AP (2.60)
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(PROPOSITIONAL TAUTOLOGY) ¢, if ¢ is a propositional tautology

(Mopus PONENS)

(COIND)

(FIX)

Y1 Y1 — P2
©2

o(p1 — p2) — (001 — 0py)
2
o

O(p1 — @2) = (Opp — Ows)
P
Lo

-0 — o
op —
¥

(o1 W a) < (02 V (1 A o1 W )))

Figure 2.6: Sound and Complete Proof System of Finite-Trace LTL

| o1 A 2

|

| AXg

| EX¢p

| o1 AU ¢y
| 1 EU o

Other modal operators can be defined as follows:

EFp=TEUp
AFp =T AU ¢
AGy = —EF—¢p
EGy = -AF—¢

(2.61)

(2.62)

// “on all paths, next ¢” (2.63)

// “on (at least) one path, next ¢” (2.64)

// “on all paths, ¢ until py” (2.65)

// “on (at least) one path, ¢ until py” (2.66)

// “on (at least) one path, eventually ¢” (2.67)
// “on all paths, eventually ¢” (2.68)
// “on all paths, always ¢” (2.69)
// “on (at least) one path, always ¢” (2.70)

As we can see, every CTL operator consists of a path quantifier (A or E) and a trace quantifier
(X, U, F, or G). The path quantifiers specify whether a property should hold on all paths (A)
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or one path (E). The trace quantifiers have the same meaning as their infinite-trace LTL
counterparts, where X is “next”, U is “until”, F is “eventually”, and G is “always”.
CTL models are infinite trees over P(AP). Given an infinite tree 7, we use root(7) C AP

to denote its root and 7 —guptree 7 to indicate that 7/ is an immediate sub-tree of 7.

Definition 2.35. The CTL satisfaction relation 7 Fc1 ¢ is defined as follows:

—_

. T EctL p iff p € root(7);

2. TEctL o1 A2 i T FerL 1 and T FerL ¢2;

3. T EerL ~p iff T et ¢

4. 7 EctL AXy iff for all 7/ such that 7 —gupiree 75 77 FcTL @5

5. 7 EctL EXyp iff there exists 7/ such that 7 —gupiree 7 and 7 Ectp ;

6. T EctL ©1 AU @, if for all 7, 7, ... such that 7 = 79 —subtree TI —Fsubtree - - - , there exists

¢ > 0 such that 7; FcrL @2 and for all j <4, 7; FcrL @15

7. T EctL w1 EU g iff there exists 79, 71, ... such that 7 = 79 —gubtree 71 —Psubtree - - -, and

there exists ¢ > 0 such that 7; Fcri 2 and for all j <4, 7; FcrL ¢1.
We write Ferp ¢ iff 7 Fer o for all 7.

CTL has a sound and complete proof system, as shown in Figure 2.7 We use et ¢ to

denote the corresponding provability relation.

Theorem 2.10 ([33]). For any CTL formula ¢, EctL ¢ iff FctL ¢-

2.10 DYNAMIC LOGIC
Dynamic logic, abbreviated as DL, is a common logic for program reasoning |14}, [34] 35 [36].

Definition 2.36. Let AP be a set of atomic propositions and APgm be a set of atomic

programs. The syntax of DL is given by the following grammar:

DL formulas ¢ w=pe AP (2.71)
| p1 A @2 (2.72)
| = (2.73)
| lede (2.74)
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(PROPOSITIONAL TAUTOLOGY) ¢, if ¢ is a propositional tautology

P1P1— P2
(Mobpus PONENS) 2
(CTLy) EX(¢1 V 2) <> EXp1 V EXpg
(CTLy) AXp < = (EX—p)
(CTLs) 1 EU g3 <5 02 V (01 A EX(01 EU 02))
(CTLy) w1 AU g <> o V (o1 A AX(1 AU )
(CTLs) EXT AAXT
(CTLs) AG(p3 = (mp2 AEXp3)) = (93 = (91 AU 2))
(CTLy) AG(p3 = (72 A (1 = AXp3))) = (3 = (01 EU )
(CTLsg) AG(p1 — ¢2) = (EXp1 — EXeps)

Figure 2.7: Sound and Complete Proof System of CTL

DL programs « = a € APgm (2.75)
| a1 ;5 // sequence (2.76)
| on U ag // choice (2.77)
| o* // iteration (2.78)
| p? // test (2.79)

The dual of [a] is (a), given by (a)p = —[a](—¢). Other program constructs such as
if-then-else, while-do, etc., can be defined as derived constructs [34] [35, [36].

Definition 2.37. Given an atomic program set APgm, a DL model is a tuple T = (S, { -
Yacargm) Where S is a set of states and %5 C S x S is a transition relation for every
a € APgm. A DL T-valuation is a function p: AP — P(S). The DL satisfaction relation

T, p,s FpL o is defined as follows. Firstly, we introduce the notation
olzy, = {s € S| T,p,s FoL ¢} (2.80)

Then, we define |p|5, € S and |a|p}, € S x S for all ¢, o, and p using the following rules:
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L. |p|2Y, = p(p) for p € AP;

2. lp1 Ap2lpy, = lerl2y, N w22y

3. |=el?h = S\ lpl2h;

4. |[a]g0|%'-p ={seS|foralltes, (st)€ |oz|%';, implies t € |g0|%';};
5. ]a\%}p = (%) for a € APgm;

6. |ar; as|ph, = an|P, o [aal?h;

7. |on U as|Ph = |an |, U fasl2;

8. [a*|2y, = (laf?)%;

9. 10?7y, = {(s,8) | s € |pl7S}-

Recall that o[}, 0| as|PY, is the composition of oy [2Y, and |ay|PY,, and (|a|2Y,)* is the reflexive
and transitive closure of |a|7',, as defined in Section . We write Fp @ iff |25, = S for all
T and p.

DL has sound and complete proof system, as shown in Figure 2.8] We use FpL ¢ to denote

the corresponding provability relation.

Theorem 2.11 ([36]). For any DL formula ¢, FpL ¢ iff FoL ¢.

2.11 M-CALCULUS

A-calculus [37] is a Turing-complete foundation of computation based on function abstrac-

tion and application.

Definition 2.38. Let V' be a set of variables denoted by x, y, etc. The syntax of A-calculus

is as follows:

A-expressions e = x (2.81)
| e1 €9 // function application (2.82)
| \z.e // function abstraction (i.e., A-abstraction (2.83)

where A is a binder. We use freeVar(e) C V to denote the free variables of e and e[e'/z] to
denote the result of substituting ¢’ for x in e, where a-renaming implicitly happens to avoid

variable capture. Let A be the set of all A-expressions.
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(PROPOSITIONAL TAUTOLOGY) ¢, if ¢ is a propositional tautology

PL_p1— P
(MobDUs PONENS) 02
(DLy) [](p1 = 2) = ([a]er — [a]e)
(DLy) [(p1 A pa) = ([afer Alaeps)
(DLs) [ U Sle < [a]o A [Ble
(DL4) o Bl < [o][ Bl
(DLs) [We & (¥ = @)
(DLs) o Ale]la]e < [a7]p
(DL7) o Aarl(e = o) = [a7]e
(GEN) [(jw

Figure 2.8: Sound and Complete Proof System of DL

In A-calculus, we are interested in proving equations between A-expressions. Equational
reasoning in A-calculus includes the standard reflexivity, symmetry, transitivity, and congru-
ence proof rules in Figure , plus a distinguished () axiom schema that specifies the result

of function application:
(B) (M\x.e)e' =ele'/z] forallz eV and e, e € A (2.84)

We write ), e; = e to mean that e; = ey is provable.
A-calculus has many notions of models. Here, we review the concrete Cartesian closed
category models, abbreviated as concrete ccc models (see [38, Definition 5.5.9]).

Firstly, we define application structures.

Definition 2.39. An application structure is a tuple (A, +4 ) where A is a set and

_ea_: AXx A— Ais a binary function.
Next, we define pre-models.
Definition 2.40. Given an applicative structure (A, +4 ) and a € A, we define a function

A(a): A — A given by A(a)(b) = a4 b for all b € A. Let R(A) = codomain(A), which is
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called the set of representable functions; that is,
R(A) ={f: A— A | thereis a € A such that f = A(a)} (2.85)

If there exists G: R(A) — A such that Ao G is the identity function over R(A), we call G a

retraction function, and (A, «a ,G) a pre-model.
Finally, we define concrete ccc models.

Definition 2.41. A concrete ccc model is a pre-model in Definition if the following
rules for defining |e|) for all p: V — A are well-defined:

L |z} = p(x);

2. |eleg\;\ = le; ;‘

*A |€2\2;
3. |Ax.e|) =G(ff,) where f? (a) = ]e\;\[a/x] for a € A and ff, € R(A).

3 — 3 A A 3 — 3 —
We write Eyel=e e = |e . We write By e; = € Eye=e
Tl A 2 €1 2 if | 1|p | Q‘p for all 1% Il A €1 2 if A 2 €1 2 for all

concrete cce models A.

Concrete ccc models are sound and complete with respect to Fy, which denotes equational

reasoning over A-expressions.

Theorem 2.12 ([39]). For any \-expressions ey and ey, we have Fy e; = ey iff by e1 = es.

2.12 TERM-GENERIC FIRST-ORDER LOGIC

Term-generic first-order logic [40], or simply term-generic logic (abbreviated as TGL),
is a variant of many-sorted FOL whose syntax is parametric in a set of generic terms.
Generic terms generalizes FOL terms (Definition , but unlike FOL terms which are
inductively built using function symbols, generic terms are defined axiomatically. There
are two operations related to generic terms: free variables free Var(e) and capture-avoiding
substitution ele’/z]. These operations should satisfy certain conditions [40, Definition 2.1].
TGL formulas are built in the same way as FOL formulas, except that FOL terms are now
replaced by generic terms.

TGL aims at defining various logics and calculi that feature bindings, such as A-calculus.
These bindings-featuring systems usually cannot be naturally defined as FOL theories. On

the other hand, the generic terms in TGL can be instantiated to different kinds of concrete
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terms, such as the expressions of A-calculus. This way, many bindings-featuring systems can
be naturally defined as TGL theories.

In this work, we do not need TGL in its full generality. Instead, we present a concrete
instance of TGL where the generic terms are inductively built from a syntax that features
binders of the form b(z: s1,ts,), where x: s is bound by b in t,,. The semantics and proof

system of TGL will also be introduced using this concrete instance.

Definition 2.42. A (many-sorted) binder signature is a tuple (S, F, B, II), where (S, F)1I) is
a FOL signature and B = { By, s, }s,.50.5¢5 18 an S3-indexed set of binders. Let V' = {V,}scs

be an S-indexed set of variables. The syntax of TGL is given by the following grammar:

TGL (S, F, B,II)-terms ¢, == (syntax of FOL terms) (2.86)
| b(x:s1,ts,) with b € By, 5.6 (2.87)

TGL formulas ¢ == (syntax of FOL formulas) (2.88)

|ty =1t (2.89)

We use TGLTERM and TGLFORM to denote the sets of TGL terms and formulas, respec-
tively.

Unlike FOL, the semantics of TGL has a Henkin-style definition, where terms and formulas

are interpreted at the same time.

Definition 2.43. Let A = {A,}cs be an S-indexed set. A TGL A-valuation or simply TGL
valuation is a function p: V' — A. Let TGLVAL = [V — A] be the set of all TGL valuations.
A TGL model is a tuple ({As}ses, { At} tercrresms {Ar }ren), where

1. A;,: TGLVAL — A; is a function for every ¢, € TGLTERM; in addition, the following
conditions should hold for all z:s € V;, t,,t, € TGLTERM, and p € TGLVAL:

() Azis(p) = p(z:s).
(b) Ap e /a:s(0) = Ar,(p[Ar (p) /2 8]);
2. Ay C A, X x A, for every mellg, s, .

Definition 2.44. Under the notation of Definition [2.43] we define A, € TGLVAL for every
¢ € TGLFORM using the following rules:

L p € Ay iff Ay (p) = Ay (p);

2. 1% € Aﬂ'(tsl tsn) if AW(Atsl (p), e 7Atsn (p)) hOldS,

.....
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3. p€Auing, iff pe Ay and p e A,,;
4. pe A, iff p& Ay
5. p € As,. 5., iff there exists a € A, such that pla/z:s] € A,.

We define the TGL satisfaction relation A, p FrgL ¢ by p € A,. We write A FrgL ¢ iff
A, p FreL @ for all p, that is, A, = TGLVAL. Given a set I' of TGL formulas, we write
AFreL I'iff AFErg ¢ for all ¢ € T'. For two sets Ay and Ay, we write I' Frgr Ay > Ay iff
ﬂpem A, C U({J€A2 A, for all AFyg I, Intuitively, A; > A, states that if all the formulas
in A; hold, then one of the formulas in Ay holds.

TGL has a sound and complete Gentzen-style proof system, as shown in Figure 2.9} The
proof system derives sequents of the form I' Frg. A1 > Ay, where I', Ay, Ay C TGLFORM.
Following the convention of writing Gentzen-style proof rules, we write A, ¢ to mean AU {p}.
We require that all the formulas in I' are closed and A;, Ay are finite. These requirements
are needed for Theorem 2.13

Theorem 2.13 (|40, Theorem 3.1]). Let I" be a set of closed TGL formulas. For any finite
Ay, Ay € TGLFORM, I' EvgL A1 > Ag iff I' FroL Ay > As.

2.13 MATCHING LOGIC

Matching logic [2] is a variant of many-sorted FOL that makes no distinction between
function and predicate symbols, allowing them to uniformly build patterns. Patterns define
both structural and logical constraints and are interpreted in models as sets of elements, that
is, those that match them.

2.13.1 Matching logic syntax and semantics

Definition 2.45. A matching logic signature (S,%) is the same as a many-sorted signature,
where we call the elements in ¥ matching logic symbols or simply symbols. Given a matching
logic signature (S,%) and an S-indexed set V' = {V;}scg of variables denoted by x:s, y:s,

etc., the syntax of matching logic is given by the following grammar:

matching logic patterns ¢, == x:s5 € Vj (2.90)
| 0(Psyy---sps,) Wwith o € 3g, 5. s (2.91)
| s A ¢ (2.92)
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(AX) A1[>A2 1fA1ﬁA27éQ)
Ap> Doy 01 A, 09> Ag

(LEFT—) A1, (o1 = p2) > Ay
A, o> Ay, o
(RIGHT—) Ay > Ao, (1 — p2)
Ar, 01,00 > Ay
(LEFTA) A1, (1 A pa) > Ay
A1 Agpr A Ao o
(RIGHTA) Ar > Ag, (91 A p2)
Ay Ve .o, p[t/z] > Ay
(LEFTY) A, Vx> Ay
A Ay ply/a]
if y is fresh
(RIGHTV) JANESWAVIA 2T,
At =t> Ay
(REFLEXIVITY) Ay > Ay
Ai > Aoty =ty Ay te =1t >Ny
(SYMMETRY) Ar > Ay
Ay Aoty =ty AybAgty=t3 At =t30 Ay
(TRANSITIVITY) Ap > Ay

Alez,ti:t; fOI'aHlSZSn
Al |>A2,7T(t1,...,tn)
A, m(th, ... 1) > Ay

CMPﬂ— Al > Az
( )

Al > AQ,tl = t2 Al,t[tl/x] = t[tz/l‘] > AQ
(SBS) A Ay

Al > Ag,t =t Al, b(l‘,t) = b(ﬂ?, t/) > AQ
(BINDER) Ay > Ay

Figure 2.9: Sound and Complete Proof System of TGL [40], Figs. 1-2| Plus (BINDER)
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| Fx: 5" s (2.94)

Let MLPATTERN(S, V,X) = {MLPATTERN(S, V, ) }scs be the S-indexed set of patterns.
We feel free to drop the parameters S, V, and even ¥ when they are understood or not

important.

We adopt common abbreviation and shortcuts whenever possible. We feel free to drop the
sorts. For example, we write  and ¢ instead of x:s and ¢, when s is not important. When
we write a pattern, we assume it is well-formed and well-sorted, without explicitly specifying
the necessary conditions. For example, when we write o, — (o, it is understood that ¢, and
o should have the same sort. When we write o(¢1, ..., p,), it is understood that ¢4, ..., ¢,
should have the corresponding argument sorts as 0. When n = 0, we call o a constant symbol

and write o0 € ¥, ;. We write o to mean the pattern o(). We define the following notation:

01 V3 = (—p1 A ) Ve:s.p=-3Jr:s.—p (2.95)
P1 = P2 = P1 VP2 Ts=3dx:s.x:s (2.96)
P14 02 = (1 = p2) A (P2 = 1) Ly=-Ts (2.97)

The only non-trivial definition is T4, = dz:s.x:s. Its correctness is shown in Proposition

Like in FOL, 4 and V are binders. We adopt the standard notions of free variables,
a-renaming, and capture-avoiding substitution. We let freeVar(y) denote the set of free
variables in . When freeVar(p) = ), we say ¢ is closed. We regard a-equivalent patterns
¢ and ¢ as the same, and write ¢ = ¢’. We let ¢[t)/x] be the result of substituting ¢ for
every free occurrence of x in ¢, where a-renaming happens implicitly to prevent variable
capture. We let p[i)1/x1, ..., 1, /x,] be the result of simultaneously substituting 4, ..., ¥,

for xq1,...,x,.

Definition 2.46. Given a matching logic signature (S, X)), a matching logic (S, ¥)-model or
simply a model is a tuple M = ({Ms}ses, {0 }oes), where

1. M, is a nonempty carrier set, for every s € S
2. oyt Mg, X --- x My, — P(M,) is a function, for every o € X, s, .

FOL function symbols can be regarded as a special instance of matching logic symbols,
where card(opy(ay,...,a,)) =1 for all a; € My, ..., a, € M, . Similarly, partial functions

in partial FOL [41] can be regarded as a special instance, where card(oy/(ay,...,a,)) <1
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for all a; € My, ..., a, € M, . The undefinedness of o) at aq,...,a, is captured by letting

on(a, ..., a,) =10.

Definition 2.47. Given a matching logic (S, ¥) and an (S, X)-model M. An M -valuation
or simply waluation is a function p: V' — M. The matching logic interpretation function
|_|m,p: MLPATTERN — P(M) is inductively defined as follows:

L. |z:s|pm, ={p(x:s)} forall z:s € V;

2. [e1 AN alarp = @1l O |02l 01,3

3. |=¢lmp = M \ |¢|a,, for every ¢, € MLPATTERNG;

4.3z 5" @larp = Usenr,, 1€l0tplasai;

5. |0 (p1, s n)lare = 081 (I@1l1, -5 [nlary) for o € Xy s, 5

where o§3' is the pointwise extension of oy defined in Section 2.1} We feel free to drop the
subscripts M and p when they are known from context. We say that ¢ is valid in M, written
M E @, iff |ps|ar, = M, for all p.

Intuitively, ||, is the set of elements that match ¢ under M and p. There is a close
relation between the semantics of patterns and set operations. For example, ¢ A9 is matched
by those elements that match both ¢; and ¢o. Therefore, |1 A @|ar, = [@1lap N @, In
other words, conjunction (A) means set intersection. Similarly, disjunction (V) means set

union and negation (—) means set complement.
Proposition 2.2 ([2]). |3z:s.2:5|x, = M.

Definition 2.48. Given a matching logic signature (S, X)), a matching logic (S, ¥)-theory or
simply theory is a tuple (5,3, '), where I is a set of (S, ¥)-patterns/axioms. When (5, X) is
understood, we simply use I' to denote the theory (S, %, T). We write M E T iff M F 1) for
all p € I'. We write 'F @ it M E ¢ for all M ET.

2.13.2 TImportant theories

Several mathematical instruments of practical importance, such as definedness, equality,

membership, and functions, can be defined as matching logic theories.
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gray area matches ; A | |gray area matches ¢ V g -

Figure 2.10: Matching Logic Semantics Illustration [2 Fig. 4]

Definition 2.49. For a set S of sorts, let Ydefinedness 5y [definedness ho a5 follows:

ydefinedness _ (1 15| ¢ o ¢ G} // definedness symbols (2.98)

[definedness _ {[.’L’ZS] 2’ | 8,8, c S} // (DEFINEDNESS) axioms (299)

Furthermore, we introduce the following notation:

Lo = —[-p]¢ // totality (2.100)

P11 =5 P2 = 1 & o // equality (2.101)
zel o=[zAnpl’ // membership (2.102)
01 C pa = o1 = 2¥ // set inclusion (2.103)

and feel free to drop the sort superscripts/subscripts when they are known from context.
Proposition 2.3 ([2]). For any M [ [definedness 1pe following hold:

1. ([ 1) wm(a) = My for all a € M,;

211 o = My if |lar,p # 0; otherwise, |[¢] |a,, = 0

3. 11el¢ brp = My if [@lar,p = My; otherwise, ||0]Y |ar,p = 0;

4. ler =5 ok, = My if 01|, = l@2lar,; otherwise, [o1 =5 ©alar, = 0;

33



5. |z Eil Ol = My if p(x) € |@|a,p; otherwise, |x Gil O, =0;

6. |o1 €2 walnp = My if @1l C 1larp; otherwise, |1 €2 palar, = 05 in particular,

2 €5 @l = |z €5 @l
7. M E ¢ :f s if and only if M FE @1 <> pg;
8. ME o) C @y if and only if M F ¢ — @y,

In Section [2.13.1} we have shown that functions (or partial functions) can be regarded as
a special instance of matching logic symbols where card(oy(aq,...,a,)) =1 (or < 1). We
can enforce the function (or partial function) semantics of a matching logic symbol using

patterns/axioms.

Definition 2.50. Given a matching logic symbol o € X, _,, ,, let [function(@) apn( Tpfunction(s)

be as follows:

[function(o) {Jy:s.o(xy:81,...,2,:8,) =y:s}t // (FUNCTION) (2.104)

pefunction(@) — 13- 5 o(21:81,...,2n:5,) Cy:sy  // (PARTIAL FUNCTION)  (2.105)

For brevity, we use 0: s1 X -+ X 8, = sand 0: s X -+ X §, — s to denote (FUNCTION)
and (PARTIAL FUNCTION), respectively, and we feel free to drop the sorts when they are not
important. Given F' C ¥, which is a set of symbols to be interpreted as functions (or partial

fllIlCtiOHS), we let Ffunction(F) — UfeF Ffunction(f) (OI‘ prunction(F) — UfeF prunction(f)) to denote

the corresponding set of axioms.

Unlike FOL where formulas are two-valued (T or 1), matching logic patterns can be
evaluated to any subsets of the underlying carrier sets. However, we can restore the FOL
semantics by letting T denote logical truth and 1, denote logical false in sort s. A FOL pred-
icate symbol over s; ... s, is a special instance of a matching logic symbol o € ¥, s, Formula
where Formula is a distinguished sort for formulas and oy (ay, ..., a,) € {0, Mromuia} for
all a; € My,, 1 < i < n. Note that if Mgomua is a singleton set, the above condition is
automatically satisfied for any symbol whose return sort is Formula. Following this idea, we
can define FOL in matching logic in the following way, which is a slightly modified version of

the definition given in [2, Section 7].

Definition 2.51. Given a FOL signature (S, F,II), we define the corresponding matching
logic theory (SFOL(SFI yFOL(S,FI) PFOLSEIDY “ o simply (SFOL, RFOL TFOL) “as follows:

SFOL — S U {Formula} (2.106)
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SFOL _ pdefinedness ) 7 7 ¢ $;FOL |7 ell,, .} (2.107)

$1...8n,Formula

FFOL — Fdefinedness U Ffunction(F) U {LE . Formula} (2108)

That is, we add all the FOL sorts to matching logic, with an additional sort Formula for FOL
formulas. We include all the definedness symbols and axioms, which are necessary for defining
functions. We add FOL function symbols as matching logic symbols of the same arities and
define them using the function axioms. We add FOL predicate symbols as matching logic

symbols with the return sort Formula. The axiom {x:Formula} enforces the carrier set of
sFOL

Formula to be a singleton set, so we do not need any axioms for 7 € 377" o ..

This way, all FOL formulas are matching logic 3O -patterns of sort Formula.

Proposition 2.4 (|2, 42]). Under the notation of Definition FroL ¢ iff TFOL E ¢ for
every FOL formula .

Another important result about the expressive power of matching logic is its ability to
define separation logic (SL) as an instance, where we fix the underlying model to be the

model of finite maps. However, the following result does not consider recursive symbols in
SL, which will be discussed in Section [5.3]

Definition 2.52. We define the matching logic theory (SMaP ¥;Map TMaP) for maps as follows:

SMap _ {Nat, Map} (2.109)
yMap _ Edeﬁnedness U {nil, emp, (_,_>_)’ (_*_)} (2.110)

and I'M2P includes [definedness plys the following axioms:

nil: ¢ — Nat ( )
emp: € = Map ( )
_+_: Nat x Nat — Map ( )
_*_: Map x Map — Map ( )
emp*xh=nh (2.115)
hy * ho = hg * hy ( )
(hy1 * hg) * hy = hy % (hg x h3) ( )
nil = o = L (2.118)

(2.119)

r—=yxr—z=1

Furthermore, we define ¢ = o = 3h . A A [h* o1 — @2].
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This way, all SL formulas (without recursive symbols) are patterns of sort Map.

Definition 2.53. The standard map model is an (SM2P, ¥MaP)_model (where the standard

interpretation for the definiteness symbols are omitted)

MMap - ({Ml\l\l/i]ip7 Ml\'\/lll:r’:}7 {nilMMaP7 €Mp p Map, <_'_>_>MM8P7 (_*_)MMaP}) (2120)
where
Map Map _ : :
1. My, =N and My~ = H, defined in Section
2. nilMMap - {O},

3. empymp = {0}, where () € H denotes the empty heap:;

4. (_—=_)yma(m,n) = {hp} for every m,n € N with m # 0, where h,,,, is the partial

function that maps m to n and is undefined anywhere else;
5. (_r—_)ymap(0,n) =0 for every n € N;
6. (_*_)ymw(h1, ho) = hy U hy for every hy, hy € H that are disjoint;
7. (_%_ )y (b1, ho) = 0 for every hy, hy € H that are not disjoint.

Proposition 2.5 (|2, Proposition 9.2]). MMaP = TMP_ [n addition, Fs. ¢ iff MM o for

any SL formula ¢ without recursive symbols.

In other words, SL can be regarded as an instance/fragment of matching logic when we fix
the underlying model to be M™M2P. In Section [5.3, we extend Proposition [2.5]to SL formulas

with recursive symbols.

2.13.3 Matching logic proof system P

Matching logic has a conditionally sound and complete Hilbert-style proof system P, as
shown in Figure 2.1 We use I Fp ¢ to denote the corresponding provability relation. We
call P a conditional proof system because it requires the definedness symbols and axioms
in Definition [2.49] There are proof rules of P that use equality “=" and membership “€”,
both requiring the definedness symbols and axioms. Therefore, P cannot be used on theories
that do not have the definedness symbols or axioms. The completeness of P is proved by a
reduction from matching logic to pure predicate logic with equality, which is FOL extended

with a built-in equality symbol that has no function symbols. Through the reduction,
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(PROPOSITIONAL TAUTOLOGY) ¢, if ¢ is a proposition tautology

P1 P17 P2
(MoDUS PONENS) )

(FUNCTIONAL SUBSTITUTION)  (Vx.p) A (Jy. ¢ =y) = pl¢'/z] if y & freeVar(y')

(V) Vo . (g1 = p2) = (o1 = Vo . @) if & & freeVar(pr)

¥
(UNIVERSAL GENERALIZATION) Vz.¢

(EQUALITY INTRODUCTION) 0=
(EQUALITY ELIMINATION) (1 = ©2) AY[p1/x] = Y[p2/7]
¥ .
—if 2 & freeVar
(MEMBERSHIP INTRODUCTION) V. (x € ¢) #f ()
Vo (z € @)

if Vi
(MEMBERSHIP ELIMINATION) if & ¢ freeVar(p)

(MEMBERSHIP VARIABLE) (xey)=(z=y)

(MEMBERSHIP-,) (x € mp) =—(x € @)

(MEMBERSHIP ) (T €1 Ap2) = (T € p1) A (T € )
(MEMBERSHIP3) (x €Jy.p)=TFy.(x € ), if v and y are distinct.
(MEMBERSHIP SYMBOL) v € Cylpl =Ty.(y€p)A(xeC,ly])

if y & freeVar(Cy[y])

Figure 2.11: Conditionally Sound and Complete Proof System P of Matching Logic [2]
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the completeness of matching logic is reduced to the completeness of pure predicate logic
with equality. The definedness symbols and axioms are needed for defining equality and
membership, which are needed for mimicking the proofs of pure predicate logic with equality

in matching logic.

Definition 2.54. For a matching logic symbol o € 3, we write C,[p] to mean a pattern of
the form O-(wh s 71#1'717 3072/)i+17 T 71/}71,)

Theorem 2.14 (|2, Theorem 11.2]). For any matching logic theory T' that includes the
definedness symbols and axioms in Definition I'E o iff ' Fp @, for any matching logic
pattern .

2.14 REACHABILITY LOGIC

Reachability logic [12], abbreviated as RL, is an approach to program verification using
operational semantics. Unlike the other approaches such as Hoare-style verification, RL has
a language-independent proof system that offers sound and relatively complete deduction
for all programming languages. RL is the logic underlying the K framework (Section ,
which has been used to define the formal semantics of many large programming languages,
from which their sound and relatively complete program verifiers are obtained using RL [3].

Semantics of RL is parametric in a matching logic model for computation configurations.
Specifically, fix a signature (of static program configurations) ¥ which may have various
sorts and symbols, among which there is a distinguished sort Cfg. Fix a X“®-model M called
the configuration model, where the domain Mggg is the set of all computation configurations.
RL formulas are called reachability rules, or simply rules, and have the form ¢, = 9 where
©1, o are matching logic L“®-patterns. A reachability system S is a finite set of rules, which
yields a transition system T = (Mccffgg, L) where s — ¢ iff there exist (p1 = o) € S and an
M“&_valuation p such that s € |p1|r, and t € |pa|r,. A rule ¥y = 1)y is S-valid, written
S ErL U1 = 1)y, iff for all Mgffgg—valuations p and s € |¢1|r,,, either there is an infinite trace
s L t EIN to Ly .. in T or there exists t € T such that s (l))* rand t € |¢s|r,. Recall that
(1>)* is the reflexive and transitive closure of — in Section .

RL has a sound and relatively complete proof system, as shown in Figure 2.12] The proof
system derives sequents of the form A ¢ ¢ = o, where A (called azioms) and C' (called
circularities) are finite sets of rules. The corresponding provability relation S gy ¥y = 19 is
given by S ¢ ¥ = 1. In other words, we start with A = S and C' = () in any RL proof.
As the proof proceeds from the root, more rules can be added to C' via (CIRCULARITY)
and then moved to A via (TRANSITIVITY), which can then be used via (Ax10M). Note
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o=>¢ €A

(AxIOM) Abc o=
(REFLEXIVITY) Abygo= o
Abcpi = AUCHE @3 = o3
(TRANSITIVITY) Altc 1= p3
Atcp= ¢ 1 isaFOL formula
(Locic FRAMING) Abc o Ny =@ AN
M®Ep ¢y Ayl =¢h MTEE¢h — o
(CONSEQUENCE) Afc 1= ¢
AFcpr=¢ AFcpa= 9
(CASE ANALYSIS) AbFc o1 V=
Abcp=¢ XN freeVar(¢') =10
(ABSTRACTION) AFcIX . o= ¢

A |_C'U{ap¢<p’} w = Qpl
(CIRCULARITY) Abcpo= ¢

Figure 2.12: Sound and Relatively Complete Proof System of RL [12]

that (CONSEQUENCE) consults the underlying configuration model M for the semantic
satisfaction relation, so the completeness of the RL proof system is relative to M, which is

called relative completeness.

Theorem 2.15. Let S be a reachability system that satisfies the technical assumptions in [12).
For any 1 = 2, S BrL ¥1 = 2 iff S FrL ¥1 = o

2.15 K FRAMEWORK

K framework is an effort in realizing the ideal language framework vision in Figure [1.1]
An easy way to understand K is to look at it as a meta-language that can define other
programming languages and work with them. In Figure 2.13] we show an example K language
definition of an imperative language IMP. In the 39-line definition, we completely define the
formal syntax and the (executable) formal semantics of IMP, using a front-end language that
is easy to understand. From this language definition, K can generate many language tools for
IMP, including its parser, interpreter, verifier, etc.

We use IMP as an example to illustrate the main K features. There are two modules:

IMP-SYNTAX defines the syntax and IMP defines the semantics using rewrite rules. Syntax
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1 module IMP-SYNTAX 20 module IMP imports IMP-SYNTAX

2 imports DOMAINS-SYNTAX 21 imports DOMAINS

3 syntax Exp ::= 22 syntax KResult ::= Int

4 Int 23 configuration

5 | Id 24 <T> <k> $PGM:Pgm </k>

6 | Exp "+" Exp [left, strict] 25 <state> .Map </state> </T>

7 | Exp "-" Exp [left, strict] 26 rule <k> X:Id => I ...</k>

8 | "(" Exp ")" [bracket] 27 <state>... X |-> I ...</state>

9 syntax Stmt ::= 28 rule I1 + I2 => I1 +Int I2

10 Id "=" Exp ";" [strict(2)] 29 rule I1 - I2 => I1 -Int I2

11 | "if" "(" Exp ")" 30 rule <k> X = I:Int => I ...</k>

12 Stmt Stmt [strict(1)] 31 <state>... X |-> (_ => I) ...</state>
13 | "while" "(" Exp ")" Stmt 32 rule {} S:Stmt => S

14 | "{" Stmt "}" [bracket] 33 rule if(I) S _ => S requires I =/=Int O

15 [ R L 34 rule if(0) _ S => S

16 > Stmt Stmt [left, strict(1)] 35 rule while(B) S => if(B) {S while(B) S} {}
17 syntax Pgm ::= "int" Ids ";" Stmt 36 rule <k> int (X, Xs => Xs) ; S </k>

18 syntax Ids ::= List{Id,","} 37 <state>... (. => X |-> 0) </state>

19 endmodule 38 rule int .Ids ; S => S

39 endmodule

Figure 2.13: Complete Formal Semantics of IMP in K

is defined as BNF grammars. The keyword syntax leads production rules that can have
attributes that specify the additional syntactic and/or semantic information. A production
rule can be associated with attributes, which are written in brackets. For example, the syntax
of if-statements is defined in lines 11-12 and has the attribute [strict(1)], meaning that
the evaluation order is strict in the first argument, i.e., the condition of an if-statement.
There are many other attributes. Some attributes (like [strict(1)]) have a semantic
meaning while the others are only used for parsing. For example, the attribute [left] in
line 6 means that the binary construct “+” is left associative.

In the module IMP, we define the configurations of IMP and its formal semantics. A
configuration (lines 23-25) is a constructor term that has all semantic information needed to
execute programs. IMP configurations are simple, consisting of the remaining IMP code to
be executed and a program state that maps variables to values. We organize configurations
using (semantic) cells: <k/> is the cell of IMP code and <state/> is the cell of program
states. In the initial configuration (lines 24-25), <state/> is empty and <k/> contains the
IMP program that we pass to K for execution (represented by the special K variable $PGM).

We define formal semantics using rewrite rules. For example, in lines 26-27, we define the
semantics of variable lookup, where we match on a variable X in the <k/> cell and look up
its value I in the <state/> cell, by matching on the binding X+ I. Then, we rewrite X to I,
denoted by X=-1 in the <k/> cell in line 26. Rewrite rules in K are similar to those in the

rewrite engines such as Maude [43].
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Chapter 3: TWO COMPLETENESS THEOREMS FOR MATCHING LOGIC

As we have seen in Section [2.13.3] the proof system P requires the definedness symbols
and axioms. A natural question is: Is there a proof system of matching logic that does not
require the definedness symbols or axioms and can be used to do formal reasoning in any
theories?

We will present such a proof system, which we refer to as the proof system H. Unlike P, H
does not require the definedness symbols or axioms so it can be used to do formal reasoning
in any matching logic theories. We will prove the soundness of H (Theorem [3.1)).

As for completeness of H, we prove two important results. The first result is the definedness
completeness of H, stated in Theorem [3.4] It says that H is complete for any theory that
includes the definedness symbols and axioms. Therefore, H is at least as good as P. We prove
the definedness completeness result by showing that all the proof rules of P are derivable
using H and the definedness axioms.

The second completeness result is the local completeness of H, stated in Theorems 3.7
and . For this result, we define two new relations I' "¢ ¢ and ' ¢ ¢ (Definition .
We call T' E¢ o the local validity relation and I' ¢ ¢ the local provability relation. These
local relations are stronger than their (global) counterparts I' E ¢ and I" k3, ¢, respectively,
and when I' = (), they are equivalent to their global counterparts. The local (soundness) and
completeness result states that I' ¢ ¢ iff T Floe .

We summarize the soundness, the definedness completeness, and the local completeness
of H in Figure We know that the diagram commutes if I' = (). We also know that the
diagram does not commute for an arbitrary I'. There exists a (nonempty) I" and a pattern ¢
such that T'F ¢ and " k¢ ¢, but I #°¢ ¢ and T 1% ¢, and we give such a counterexample
in Section [3.3] The local soundness and completeness of H shows that the two local relations
are equivalent for all I" and ¢. However, we do not know whether the two global relations are
also equivalent for all I' and ¢. More precisely, we do not know whether I' E ¢ always implies
I' 4 o; we call it the global completeness of H. We only know that the implication holds
when I' = (), which is the local completeness result, and when I includes definedness, which

is the definedness completeness result. Global completeness of H is still an open problem.

3.1 MATCHING LOGIC PROOF SYSTEM H

We first need the following definition of application contexts.
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Soundness

'y 'Eoe
(Definition Definedness Completencss (Definition [2.48)
if T includes definedness
” diagram commutes if I' = () "

I l_rlflc o Local Soundness I ':loc 0
(Definition Local Completeness (Definition

Figure 3.1: Known Relation among F, E"¢ 4, and F4°

Definition 3.1. Let C' be a pattern and [J be a distinguished variable that occurs exactly
once in C'. We call C' an application contezt if OJ appears within a number of (nested) symbols.

Formally, C' is an application context if
1. C'isJ; or

2. C'is C,[C'] and C" is an application context. Note that C,[C’] is the shortcut of
o(e1y--y0ie1,C" Qiv1, - ., pn) in Definition [2.54]
We write C[p] to mean C[p/O].

The proof system H is shown in Figure [3.2] It has nine proof rules that can be divided
to three categories. The first category consists of four proof rules: (PROPOSITIONAL
TAUTOLOGY), (MODUS PONENS), (3-QUANTIFIER), and (3-GENERALIZATION). These four
proof rules belong to the complete axiomatization of pure predicate logic; see, e.g., [44].
The second category consists of three proof rules: (PROPAGATION, ), (PROPAGATION3), and
(FRAMING). These three proof rules characterize the behaviors of symbols and allow us to
propagate logical reasoning through symbols. The third category contains two technical rules

that are necessary for proving definedness completeness (Theorem and local completeness
(Theorem [3.8).

Definition 3.2. We use I' F4 ¢ to denote the provability relation defined by H.

Note that all proof rules of H are general rules and do not depend on any special symbols
such as the definedness symbols. Therefore, H can be used to do formal reasoning in any

theories.

3.1.1 Soundness of H

We will show that H is sound, that is, ' b3 ¢ implies I' E ¢, stated in Theorem [3.1 We
first prove Lemma [3.1 known as the substitution lemma.
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(PROPOSITIONAL TAUTOLOGY) ¢ if ¢ is a propositional tautology over patterns

Y1 P1— P2
(Mopus PONENS) ©2
(3-QUANTIFIER) oly/z] = Jz. ¢
P17 P2 .
f |%
(3-GENERALIZATION) (Fz. 1) = @2 it @ ¢ freeVar(es)
(PROPAGATION,)) Colp1 V o] = Cyler] V Cylps]
(PROPAGATIONS) Col3x. o] = . Colp] ifx & freeVar(C,[3z. ¢])
P17 P2
(FRAMING) Coler] = Colipal
(EXISTENCE) dz .z
(SINGLETON VARIABLE) =(Chz A @] A Caolz A =)

C} and Cy are application contexts

Figure 3.2: Sound and Complete Proof System H of Matching Logic

Lemma 3.1. For any M and M-valuation p, |py/x||ap = 0] 0m,plp() /2] -

Proof. We do structural induction on ¢.

If ¢ is 2, distinct from z, we have |z[y/x]|a, = |2|m,, = {p(2)} and |2| s ppoy) /) = {0(2)}-

If ¢ is 2, we have |2[y/]|ar, = |y, = {p(y)} and [2]arppe) /2 = {p(Y)}
If piso(pr,...,¢n), we have

015 - en) Y/ |an, = |o(erly/zl], - .. only/z]) I,
= ou(le1ly/z] e, - -5 lonly/z]|as,p)
= UM(|901’M,p[p(y)/x]> cee ‘SOHIM%[P(?J)/:E])

= |o(e1,- -, SOn)|M,p[p(y)/x]

If ¢ is @1 A @a, we have [(¢1 A @2)y/7]|mp = le1ly/x] A w2ly/z]|m, = lerly/wlla, N

[p2ly/] o = |1|arplp(w) /2] D P2 M 00w /21 = 91 A 2|01, plp(y) 2

It @ is =1, we have [(=p)ly/]lv, = [2(ely/a])lv, = M\ |eily/@lla, = M\

P10 000w /21 = |71 M plp) 21
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If ¢ is dz. ¢y, we can assume that z is distinct from z or y by a-renaming. Then we have

(3= e0)ly/llarp = 132 (erly/2]) I,y (3.5)
= U |901 [y/x”M,p[a/Z] (36)
aceM
- U |P1]a pla/2] () /a1 (3.7)
aeM
= U lerlatptassion e (3.8)
aceM
= U |01|0,0(0(w) f2lla/ 2 (3.9)
aceM
= 3z o1|asplow) /21 (3.10)
Therefore, the conclusion holds by structural induction. QED.

Lemma 3.2. Let C' be an application context. For any M and M -valuation p, we have
1|C[L)|arp = 0;
2. |Cler V @allare = @1l U l02l a1,
3. |CBx - ¢llap = Uers [Cl#) M p1asa) if & & freeVar(CEz . ¢]);
4 N 1larp € lpalar, implies |Cler]larp S |Clea]larps
5. |Clx Allae N [Clz A —p]larp = 0.

Proof. We do structural induction on C.
(Base Case). In this case, C|0] is O and Clyp] is just ¢. All propositions hold.
(Induction Step). Let us assume C[O0] = C,[C1]0]], where

OU[D] EO-(wlv--'uwifl;lzhwi«kl;---7wn) (311>

for some o € ¥ and (' is an application context. By the inductive hypotheses, all propositions

hold for . For simplicity, let us define

U?W(A) = OM(‘wlyMW? ceey |¢i—1|M7Pv A’ ‘wi+1|M,pv SR ’wn’MW)) (3'12)

for A C M. Note that o%, is monotone, that is, o%,(A4;) C 0%,;(A4s) if A; C Ay. Under the
above notation, |Cy 0], = o'y (|¢lr,p). We now prove (1)—(5).

)~
For (1), we have |Co[Ch[L]]|ap = oy (IC1[L]|ar,0) = 03 (0) = 0.
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For (2), we have |Co[Ci[e1Vepa]lar,e = oy (ICLe1Vepa]lare) = o (ICLea] a1,V Cl0a] as,) =
o (|C1leallar) U oy (IC[ea]lar) = 1Co[Crloalllar,p U |Co[Chlpallla,-

For (3), we have [Co[Ch[Fz. @lllm, = o (IC1F2 - ¢llarp) = o (U, IC1[#][apfasa)). Be-
cause x & freeVar(Co[C1[3z . ¢]]), we have o (U, [C1[e] a1 pla/21) = U 02 (ICL] a1 plajal) =
U. [Co[Crl@latplasa)-

For (4), we need to prove that |C,[Ci[p1]]|a,, C |Co[Cilpal]lm,p, that is, o, (|Cie1]ar,) C
ol (|C1[@a]|m,p)- Since o, is monotone, we only need to prove that |C1[¢1]|a, C |Cilp2]|ar,-
The latter holds by the inductive hypotheses and |¢1|a,, C |@2|ar,p-

For (5), we do a case analysis. If p(z) € |¢|m,, we have |z A ¢|a, = 0, and thus
|Clz A ¢, = 0. Otherwise, we have |z A —p|a,, = 0, and thus [Clz A —¢]|a, = 0.

Therefore, all propositions hold by structural induction. QED.

Lemma 3.3. For any model M, the following propositions hold:
1. M E ¢ for propositional tautology @ over patterns of the same sort;
2. M E gy and M E o1 — @y tmply M F @o;

3. M E oly/x] — Jz . ¢;

4. M E o1 — @y tmplies M E (x . p1) — @2 if o freeVar(ps);
5 MEC,[L]— 1;

6. M F Cylp1 Vo] = Color] V Cylpa];

7. M E Cy[3z.¢| — Jz.Chly| if v & freeVar(C,[3x . ¢]);

8. M E @1 — g implies M E Cy[p1] = Cylipa]

9. MF3dxr.x
10. M E =(Cylx A @] A Colz A —g))

Proof. (1) and (2) are proved in |2, Proposition 2.8]. Note that M E ¢ — @2 iff |p1]a, C
lo2|nr, for all p (see [2, Proposition 2.6]). We will use this property to prove (3)—(8). In the
following, let p be any valuation.

(3). By LemmaB.1 |o[y/2][a,, = ¢l piotw) /el € U [0t p1ase) = 132 - 0larp-

(4). We need to prove that |3z.¢1|a, € |p2|arp, that is, U, |01|mpla/a] € |02|a,- We
only need to prove that 1| pjasa] € |@2|a,, for all a € M. Because x & freeVar(yp:), we
have |©1|apfa/a) = 01|01, Thus, we only need to prove that |[p1|ar,, C |[p2|ar,,- The latter

holds by assumption.
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(5)=(8) and (10). These propositions are direct consequences of Lemma [3.2]
(9). We have |3z . x|, = U, || M pla/e) = U, {0} = M. QED.

We now state and prove the soundness of H in Theorem [3.1]
Theorem 3.1. H is sound, that is, I" b9y o implies I' E .

Proof. The proof is standard. Because I' 3 ¢, there exists a Hilbert-style proof for ¢ under

I'. We do mathematical induction on the length of the Hilbert-style proof for ¢ under I'.
(Base Case). In this case, n = 1. Therefore, ¢ is an axiom of H or ¢ € I'. If ¢ is an axiom

of H, we have I' F ¢ by Lemma If ¢ € T, then we have I' F ¢ by Definition [2.48
(Induction Step). Suppose the proof length is n 4+ 1 for some n > 1, as shown in the

following:

P1y e Pny Png1 Where pniq = . (3.13)

If p,41 is an axiom of H or ¢, € I', we have I' F ¢, .1 as in the base case. If ¢,,,1 is the
result of applying (MODUS PONENS), (3-GENERALIZATION), or (FRAMING), we have [' F ¢
by Lemma |3.3

Therefore, we prove the soundness of H by induction. QED.

3.1.2 Important properties of H

Firstly, note that the proof rules (PROPOSITIONAL TAUTOLOGY), (MODUS PONENS), (3-
QUANTIFIER), and (3-GENERALIZATION) form a complete axiomatization of (pure) predicate
logic, which is FOL without function symbols. It leads us to Proposition [3.1]

Proposition 3.1. Predicate logic reasoning is sound for matching logic.

Throughout this thesis, we will say “by FOL reasoning” to mean that a certain reasoning
step in matching logic can be accomplished by applying the four proof rules: (PROPOSITIONAL
TAUTOLOGY), (MODUS PONENS), (3-QUANTIFIER), and (3-GENERALIZATION).

Secondly, we prove that frame reasoning is sound for matching logic.
Proposition 3.2. The following propositions hold:
1L IfT gy o — @ for 1 <i<mn, then 'y o(p1,...,0n) = o(@, ..., 0L);

2. IfT' by o = ¢, then T 4 Clp] — Clpl], where C is an application context.
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Proof. To prove (1), we only need to prove all the following propositions:

r }_’H U(gph P25+ Pn—1, 907’L> — O-(QOIIJ P25y Pn—1, gpn)
L lhyo(@), 02, 0n—1,0n) = (1, @by ooy Pn—1, Pn) (3.14)

Iy o(@, @b, @1, 0n) = 0(0h, 05, o 01, 00)

These propositions can be directly proved by (FRAMING).
To prove (2), we do structural induction on C.
(Base Case). Suppose C'is (. In this case, the proposition holds.
(Induction Step). Suppose C' = C,[C4], where o € ¥ and (' is an application context.

Then we have

Chy o — ¢ // assumption (3.15)
Ity Cile] = Ci[¢'] // inductive hypothesis (3.16)
I' 4 Co[Chlp]] = Co[Ch¢]] // (FRAMING) (3.17)
Therefore, (2) holds by structural induction. QED.

Thirdly, we show that certain logical reasoning can be propagated through application
contexts. More specifically, logical reasoning that has a “disjunctive” semantics can be
propagated through application contexts. This includes V (disjunction) whose semantics is
set union, 3 (existential quantification) whose semantics is also set union, and L, which is

the unit of disjunction.
Proposition 3.3. Let C be an application context. The following propositions hold:
1. Ty ClL] « L;
2. Tk Clor Vpo] <2 Clpn] V Clipa];
3. THC[3z.¢] < 3x.Cly], if © &€ freeVar(C[3x . ¢]);
4. Uy Clpy Vool iff T by Cln] v Cliga];
5. TECEx. o] iff T by Tz Cly), if v & freeVar(C3x . ¢]).

Proof. We do structural induction on C.

(Base Case). Suppose C'is . In this case, all propositions hold.

(Induction Step). Suppose C' is C,[C}] where C; is an application context. We prove
(1)—(5) using the induction hypothesis about Ci.
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(1,“=”). By the inductive hypothesis, we have I' 5 Ci[Ll] — L. By (FRAMING),
we have I' by C,[Cy[L]] — C,[L], ie., T by C[L] — C,[L]. Therefore, we only need
to prove that I' b3 C,[L] — L. Let x be any variable and 1 be any pattern.m We have
'ty L= (zAY)and 'y L — (zA—). By (FRAMING), we have T' b4, Cy[ L] = Cylz AY)]
and I' Fy C,[L] = C,[z A —1)]. Therefore, we have I' -3y Cy[L] = (C,lx A Y] A Cylx A —1]).
On the other hand, by (SINGLETON VARIABLE), we have I' 4y —=(Cy[z A Y] A Cy[z A —)]).
Therefore, I' -y Co[L] — L.

(1,<="). By FOL reasoning.

(2,“="). Same as (1,“—") except that we use (PROPAGATIONy,).

(2,+=). We only need to prove I' k3 Clg;] = Clp1 V o] for i € {1,2}. They can be
proved by applying frame reasoning (Proposition on 'y i = 1V o.

(3,“="). Same as (1,“—") except that we use (PROPAGATIONS).

(3,“<="). We only need to prove I' 3 (3z.C|p]) — C[3x . ¢]. By (3-GENERALIZATION),
we only need to prove I' b4 Clp] — C[3x . ¢]. It can be proved by applying frame reasoning
(Proposition onI'Fy o — 3z 0.

(4) and (5) are direct consequences of (1)—(3).

Therefore, the propositions hold by structural induction. QED.

Lemma 3.4. For an application context C, I 44 ¢ implies T' 4y =Cl=].

Proof.
1] hypothesis
2| — L by 1, FOL reasoning
3| Cl-¢] — C[L] by 2, (FRAMING)
4| C[L]— 1L by (PROPAGATION)
51 Clop] — L by 3 and 4, FOL reasoning
6 | ~C[¢] by 5, FOL reasoning

QED.

Finally, we show that logical equivalence propagates through any context, as expected. A
context C' (not just an application context) is a pattern with a distinguished variable (J. We

use C[p] to denote the result of in-place replacing [J with ¢.

Proposition 3.4. For any context C' (not just an application context), I' gy 01 <> @9 implies
I'Fy Clpd] > Clipa).
1The proof of I' 3, Cy[L] — L presented here is credited to Mircea Sebe.
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Proof. We do structural induction on C. If C'is [J, the conclusion holds. If C' has one of
the following forms: —C’, ¢» A C’, C" AN, or dz.C’, where C’ is a context, the conclusion
holds by FOL reasoning. If C' has the form C,[C"], the conclusion holds by Proposition .
Therefore, the conclusion holds by structural induction. QED.

Proposition allows us to replace any two logically equivalent patterns in any context.

3.1.3 Relation to modal logic proof rules

There is a close relation between matching logic and modal logic. More specifically,

matching logic symbols and modal operators are dual to each other.

Theorem 3.2. Given a matching logic symbol o, we define its dual as c%(p1, ..., p,) =

=0 (1, ..., 7¢,). Then we have:
1 (K): Ok o%or = @1, on = 03) = (040, 0n) = 0@l 00))s
2. (N): 0 by i implies O gy 01, ..., @iy ey On)-

3. (BARCAN): O by (Vo 0. .., 05 ...)) = 0%(...,Vx.p;,...) if x does not occur free in
the “...7 part.

Proof. Let C,[0) = o(p1, .-, i1, 0, @iv1y -y 0n)-

(K). By FOL reasoning, we only need to prove the case of one argument, that is, )
—Cyl=(p = ¢)] = (=Cs[~¢] — =C,[—¢']). By FOL reasoning, we only need to prove
0 by Colo A @'V Colmp] V =Cy[=¢]). By Proposition [3.3] we need to prove 0 F Cy[(¢ A
@)V =] V aC, =), Le., 0 by Cole’ V —¢] V =Cy[m¢']. By Proposition [3.3] we need to
prove 4 C, [ V Cy[mp] V =Cy[m¢']. The latter holds by FOL reasoning.

(N). It is a direct consequence of Lemma [3.4] where we let C' to be C,,.

(BARCAN). By unfolding Vz to —3z—, we need to prove that 0 b3 (=3z.Co[—pi]) —
—C,[3z . ~p;]. Therefore, we need to prove that () by, C,[Fz . —p;] — Jz. C,[¢;]. The latter
is provable by (PROPAGATIONS). QED.

These above proof rules are also proof rules of polyadic modal logic and hyrbid logic |28 [45].
If we let n = 1, we obtain the standard (K) rule and (N) rule of modal logic K (Figure [2.3)).
Therefore, matching logic can be regarded as an extension of modal logic with many-sorted
universes, many-sorted modal operators (i.e., symbols), first-order variables, and first-order
quantification. Related work such as [45] has studied this connection between matching logic

and modal logic for the quantifier-free fragment and proved some completeness results.

49



3.2 DEFINEDNESS COMPLETENESS

We will prove that the proof system H is complete for every theory that contains the
following definedness symbols and axioms in Definition [2.49}

(1Y en,y // definedness symbols (3.18)

s

[z:s] // (DEFINEDNESS) axioms (3.19)

This result is called definedness completeness, stated in Theorem In other words, H is
as good as the conditional sound and complete proof system P in Section but unlike
P, it does not rely on the existence of definedness symbols or axioms and can be used to do
formal reasoning with any theory. In fact, we will prove definedness completeness by showing

that all the proof rules of P are derivable using H and the definedness axioms, that is:
[x:s] Fy (all the proof rules of P) (3.20)

Throughout this section we will assume that I' is a theory that includes the definedness
axioms. To simplify our notation we feel free to drop the sorts when they are not important.

Let us first go through all the proof rules of P and see which of them are already known
to be derivable using H. The proof system P has 14 proof rules in total (Figure .
(PROPOSITIONAL TAUTOLOGY) and (MODUS PONENS) are also proof rules of H so they
are derivable. (V) and (UNIVERSAL GENERALIZATION) are derivable by FOL reasoning.
Therefore, we only need to consider the (FUNCTIONAL SUBSTITUTION) rule, two (EQUALITY)
rules, and seven (MEMBERSHIP) rules.

Lemma 3.5. ' 3 1 <> o implies I' =4, (o1 = ©o.

Proof.
1| o142 hypothesis
2| <[~(p1 ¢ ¢2)] by 1, Lemma 3.4
3| 1 =9 by 2, definition of equality

QED.
Lemma 3.6. (EQUALITY INTRODUCTION) can be proved in H.

Proof.

1| ¢ <> ¢ propositional tautology

2l o=¢ byl, Lemma
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QED.

Lemma 3.7. (MEMBERSHIP INTRODUCTION) can be proved in H.

Proof.
1 | hypothesis
2 | o= (x—¢) (PROPOSITIONAL TAUTOLOGY)
3 |z—yp by 1 and 2, (MODUS PONENS)
4 |z —=x (PROPOSITIONAL TAUTOLOGY)
S |x—=xAp by 3 and 4, FOL reasoning
6 | [z] =[x Ap] by b, (FRAMING)
7 | [z] definedness axiom
8 | [z A by 6 and 7, (MODUS PONENS)
9 |zep by 8, definition of membership
10 | V. (z € ¢) by 9, FOL reasoning
QED.
Lemma 3.8. (MEMBERSHIP ELIMINATION) can be proved in H.
Proof.
1 | Vz.(z€y) hypothesis
2 | (Vz.(x€p)) »>x€¢ FOL reasoning
3 |zeyp by 1 and 2, (MODUS PONENS)
4 | [z A by 3, definition of membership
5 | =(J[x Ap] Az A=yp))  (SINGLETON VARIABLE)
6 | [xAp] = (x—p) by 5, FOL reasoning
7T = by 4 and 6, (MODUS PONENS)
8 |Vx.(x— ) by 7, FOL reasoning
9 | Fz.x) = by 8, FOL reasoning
10 | Jz.z (EXISTENCE)
11 | ¢ by 10 and 9, (MODUS PONENS)
QED.

Lemma 3.9. (MEMBERSHIP VARIABLE) can be proved in H.

Proof. By Lemma [3.5] we to prove 3 (z € y) = (z =y) and g (z = y) = (z € y). We
first prove 4 (z = y) — (z € y).
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1| [z] definedness axiom

2| [z]V]y] by 1, FOL reasoning
3| [zVy] by 2, Proposition
4| [~(x < y)V(zAy)] by 3, FOL reasoning
51 [(z<+y)]VrAy] by 4, Proposition
6 | 7[-(x < y)] = [xrAy] by 5, FOL reasoning
7Tl (x=y)— (zey) by 6, definition

We then prove ¢ (x € y

) =
([z Ay Az A —yl) by (SINGLETON VARIABLE)
[z Ayl A -z Ay)) by (SINGLETON VARIABLE)
[x Ay] — [z A~y by 1, FOL reasoning
[z Ay] = =[xz Ay] by 2, FOL reasoning
[x Ay = =[xz A—y| A=[-zAy| by 3and 4, FOL reasoning
[x ANy = =(Jx A=y V][-zAy]) by b, FOL reasoning
[x ANy|l = —[(z A—y)V (mx Ay)|] by 6, Proposition
[x Ay] = —[~(z < y)] by 7, FOL reasoning
(xey) = (x=y) by 8, definition

©O© 00 J O Tt = W N

QED.
Lemma 3.10. (MEMBERSHIP,) can be proved in H.

Proof. We first prove 4 (z € =) — —(x € p).

1| =(Jz ANe] ATz A=p]) by (SINGLETON VARIABLE)
2| [x A—p] = =[xz Ap] Dby 1, FOL reasoning
3| (x€—p)——(x€yp) by 2 definition

We then prove k3 —(z € ) — (x € ).

[z] definedness axiom
[(xAp)V(zA=p)] by l, FOL reasoning
[x A V [z A ] by 2, Proposition
=[xz A¢| = [z A =] by 3, FOL reasoning
—(x € p) = (x € 7p) by 4, definition

T = W N =

QED.
Lemma 3.11. by (2 € (p1 V¢2)) <> (x € 1) V (T € ).

Proof. Use (PROPAGATIONy ) and FOL reasoning. QED.
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Lemma 3.12. (MEMBERSHIP,) can be proved in H.

Proof. Use Lemma and [3.11] and the fact that 3 o1 A @2 <> =(=p1 V —p2). QED.

Lemma 3.13. (MEMBERSHIP3) can be proved in H.

Proof. Use (PROPAGATION3) and FOL reasoning,. QED.
The following is a useful lemma about definedness symbols.

Lemma 3.14. by Clp] — [¢] for any application context C'.

Proof. Let x be a fresh variable in the following proof.

1 | [x] definedness axiom

2 | [z] V]g] by 1, FOL reasoning

3 | [zV o] by 2, Proposition

4 | [z AN=pVe] by 3, FOL reasoning

5 [ [z A=p]V[p] by 4, Proposition

6 | ClzAy¢| — —[zA-¢p| by (SINGLETON VARIABLE)
7 | [z A el = el by 5, FOL reasoning

8 | Cle Nyp| = [o] by 6 and 7, FOL reasoning
9 | Vz.(ClxAy] = [¢]) by 8, FOL reasoning

10 | (Fz.ClzNg]) = [¢] by 9, FOL reasoning
I1e—Fzx.2)ANp by (EXISTENCE)

12| p—3z.(xAp) by 11, FOL reasoning

13| Clp] = C[Fz.(x Ap)] by 12, (FRAMING)

14| C[3z.(x AN¢)] = [¢] by 10, Proposition

15 | Cle] = [¢] by 13, 14, FOL reasoning

QED.

Corollary 3.1. Fy C,[p] — [¢| and 4 @] — —C,[—p] for every symbol o. Also,
Fup = (o] and by (9] = ¢

Proof. Let C be C, and O in Lemma respectively. QED.

We state and prove a deduction theorem of H.

Theorem 3.3. Let I' be a theory that contains definedness. For any ¢ and v, if TU{Y} Fy ¢
and the proof does not use (3-GENERALIZATION) on any free variables of v, then T' by
W] — @. In particular, if 1 is closed, then I' U {4y} Fyy @ implies T' by [90] — .
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The condition regarding (3-GENERALIZATION) is standard. For example, the deduction
theorem for FOL also has a similar condition [22]. The proof of Theorem [3.3|is standard, by
using mathematical induction on the length of the proof of I' U {¢} F4 ¢. In the following,
we give a semantic argument and explain why the axiom 1) becomes |¢| when we move it
from the left-hand side of -3 to the right-hand side.

Suppose I' U {¢)} £ ¢ where 9 is closed. By definition, M E T" and M F 1) implies M E ¢
for every M. In other words, if M F I', then we have

“1 holds in M” implies “¢ holds in M” (3.21)

The above implication can be equivalently stated as M F |¢| — ¢, because if ) does not
hold in M, [1] is equivalent to L, and the implication holds. Otherwise, || is equivalent to
T, and the implication holds iff ¢ holds. Therefore, an equivalent statement of I' U {¢)} F ¢
is that for every M, if M E T then M F |¢| — ¢. The latter is equivalent to I' F [¢] — ¢
by definition.

Note that I' E ¢ — ¢ is too strong as a conclusion, for it requires that v is always included
by ¢, even in models where 1) does not hold. Here is a simple counterexample: T'U{¢} F ||
does not imply I F ¢ — |¢|. To better understand it, let us compare the following three
statements: (a) U {¢Y} F ¢; (b) I'E [¢] — ¢; and (¢) I' E ¢ — ¢, where we assume that
1 is closed for simplicity. By definition, (a) means that for all models M such that M E T
and M F ¢, we have M & . Here, M F ¢ means that ||y, = M for all p. Statement (b)
means that for all models M such that M F I', we have M F |¢] — ¢. Compared with
(a), (b) checks more models. It checks not only models where 1 holds but also those where
¥ does not hold. For models M where ¢ hold, we can easily conclude that M F || — ¢
because by (a), we have the stronger result M F . For those models M where ¢ does not
hold, we have that ||y, # M for all p. This means that ||[¢ ]|, = 0 for all p, and thus
%] = ¢|m,p = M no matter what ¢ is. This way, (a) implies (b), even if (b) checks more
models than (a). The above reasoning fails for (c¢) because we cannot conclude anything on
models where 1) does not hold.

Next, we prove Theorem 3.3

Proof of Theorem[3.3. We do mathematical induction on the length of the proof TU{t¢'} 4 ¢.
(Base Case). Suppose the proof length is 1. In this case, ¢ is an axiom of H or ¢ € I'U{#}.

We have I' b4 || — ¢ (noticing Corollary if v is ).
(Induction Step). Suppose the proof I' U {t¢} k3 ¢ has n + 1 steps:

P1y-- 5 Pn, P (322)
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We now do a case analysis on how ¢ is proved.

Suppose ¢ is an axiom in H or ¢ € 'U{¢}. We have I' 3 |¢| — ¢ for the same reason
as (Base Case).

Suppose ¢ is proved by applying (MODUS PONENS) on ¢; and ¢, for some 1 <1i,j <n,
where ¢; has the form ¢; — ¢. By the induction hypotheses, I' Fy [¢| — ¢; and
I'Fy Y] = (@i = ¢). By FOL reasoning, I' 4 [¢] — .

Suppose ¢ is proved by applying (3-GENERALIZATION) on (1 — 9, and ¢ has the form
(3. 1) = g, where x & freeVar(ps). By the induction hypothesis, ' 4 [¢] — (p1 = ©2).
Therefore, I' Fy o1 — ([1] — ¢2). By assumption, the proof of ¢ does not apply (3-
GENERALIZATION) on any free variable of ¢. Therefore, x & freeVar(y), and we have
'ty (3z.¢1) = (|¢] — ¢2) by (3-GENERALIZATION). Finally, we have I' b3 [¢]| —
((3z. 1) = ¢2) by FOL reasoning.

Suppose ¢ is proved by applying (FRAMING) on ¢; for some 1 < i < n, then ¢; must
have the form ¢; — ¢, and ¢ must have the form C,[p]] — C,[p!] for some o. By the
induction hypothesis, T' 4[| — (¢! — ¢). We can prove I' 4 [ ] — (C,[¢i] = Cyl¢!])

as follows:
1| [¢] = (¢ = &) hypothesis
2| o = @i V [9] by 1, FOL reasoning
31 Col[=0]] =[] Corollary
4| Colwi] = Colpf vV []] by 2, (FRAMING)
5| Colpi] = Colei] v Col[—0]] by 4, Proposition
6| Colei] vV Col[]] = Colgi] v [—] by 3, FOL reasoning
7| Colyi] = Colel] vV [—] by 5, 6, FOL reasoning
8| [v] = (Colwi] — Cslef]) by 7, FOL reasoning
Therefore, the conclusion holds by induction. QED.

Next, we continue to prove the proof rules of P.
Lemma 3.15. (EQUALITY ELIMINATION) can be proved in H.

Proof. Recall the definition of equality (¢ = ¢2) = [¢1 <> p2]|. Theorem [3.3| together with
Proposition give us a nice way to deal with equality premises. To prove k3 (1 = ¢9) —

(¢[p1/x] — Ylpa/x]), we apply Theorem [3.3] and prove {¢1 > o} gy Y]p1/x] — ¢[pa/x],
which is proved by Proposition Note that the (formal) proof given in Proposition does

not use (3-GENERALIZATION) at all, so the conditions of Theorem [3.3| are satisfied. QED.

Lemma 3.16. (FUNCTIONAL SUBSTITUTION) can be proved in H.
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Proof. Let z be a fresh variable that does not occur free in ¢ and ¢’, and is distinct from z.

Notice the side condition that y does not occur free in ¢'.

Lemma 3.17. by, C,[p1 A (2 € ¢2)] = Coo1] A (x € ).

© 00 ~J O T = W N =

—_
S

Y=zz2=¢

z=¢" = (plz/x] = o[¢'/2])
(Vz.p) = ¢lz/z]

¢ =z ((Vz.p) = ¢lz/z])
o=z (p [Z/x]%w[w/x])

¢ =z ((Vz.p) = ¢l¢'/])

V2. (¢ =z = (Vz. ) = ply'/2]))
(Fz.¢" =2) = ((Vz. ) = p[¢'/2])
(V. @) A(Fz. ¢ = 2) = ol¢ /2]
(Vz.o) A (Fy. ¢ =y) = pl¢'/a]

Proof. We first prove k3 Cylp1 A (x € p2)] = Coler] A

(1’ € QOQ)
suffices to show both Fy C,[p1 A (x € )] = Cylp1] and Fy Cylpr A (x € )] —

definition
Lemma |3.15

by axiom

FOL reasoning
FOL reasoning
FOL reasoning
by 6

FOL reasoning
FOL reasoning
FOL reasoning

QED.

By FOL reasoning, it
(x € ¢2).

The first follows immediately by (FRAMING) and FOL reasoning. The second can be proved

as:

Ed

[(x A=) V (2 A p2)]
[2 A =] V [z A 2]
[z A=p2] = [z A p2]

Collz A @al] = [2 A 2]
Coy
CO'

© 00 3 O Ot B~ W N o=

Collz A gal] = =[x A =]

1 A [z A 2]l = Col[z A 2]
o1 A [z A 2]l = [2 A ps]
Colpr A (2 € p2)] = (7 € o)

Lemma 3.18. 4 Jy. ((z =y) A ) = [z /y] if © and y are distinct.

Proof.  The proof is by structural induction on ¢ and Lemma

Lemma 3.19. Fy o = Jy. ([y AN| Ay) if y & freeVar(p).

Proof. We first prove b4 Jy. ([y A | Ay) = .
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—([y Ap] Ay A—¢)) (SINGLETON VARIABLE)
[yANpl ANy — ¢ by 1, FOL reasoning

w N =

Yy . ([yNel Ay — @) by 2, axiom
4| Jy.(Jy Np| Ay) = ¢ by 3, FOL reasoning

We then prove k4, ¢ — Jy. ([y A @] Ay). Let x be a fresh variable distinct from y.

TEPY—=TEYP

TEp—=[xAy]
z€p—=[zAfzApll]

rE€Ep =T E[TAY|
re€p—Ty.(zx=yAz€[yAg])
r€p—Jy.(xeyhaelynel)
r€p—Iy.(ze(ynlyAel))
rep—zedy.(yAfynel)
re(p—=Iy.(WATyAel)

Ve (ze(p—3y. (yAJyAel)))
=3y (WA TyAel)

© 00 N O Tt = W N o

—_
@)

—_
—_

QED.
Lemma 3.20. (MEMBERSHIP SYMBOL) is provable in H.

Proof. We first prove Fy 2 € Colp] > Jy. (y € o ANz € Coly]). Let U=3y. (y e pAx €
Colyl)-

(yvepnzel,ly) =¥

(lynelhe e Colyl) =¥

. ([znfyrnell Ae e Coly]) = ¥
(zefynelhneeC,lyl) =W

(we(fynel AColy])) = 0

€y . ([ynel NColy]) =

r€y.Crllyne| ANyl = ¥

reC,Fy. [ynel ANyl =

€ Cylp] = U

O I O Ut = W N
LLI
<

Ne)

We then prove Fy Jy. (y € o Az € Cly]) = x € Clp]. In fact, we just need to apply the
same derivation as above on 4 ¥ — Jy . (y € o Az € Cly]). QED.

So far, we have proved all the proof rules of P using H and the definedness axioms.

Therefore, we have Lemma [3.21]
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Lemma 3.21. Let I' be a theory that contains the definedness symbols and axioms. For every

pattern o, I' Fp @ tmplies T' 4 .
Therefore, H is complete for theories containing definedness.

Theorem 3.4. Let I' be a theory that contains the definedness symbols and axioms. For

every pattern o, I' E ¢ implies I' F4 .

Proof. Use Lemma and the completeness of P (Theorem [2.14)). QED.

3.3 LOCAL COMPLETENESS

We will present and prove local completeness for H. Local completeness states the
equivalence between the local validity relation F¢ and the local provability relation H¢.
Both relations are stronger than their (global) counterparts -+ and F. The relation among
these four relations has been shown in Figure [3.1]

Let us start by defining the two local relations.

Definition 3.3. Let T be a theory and ¢ be a pattern. The local provability relation T FY° ¢
holds iff there exists a finite subset A C I' such that § 4y AA — ¢, where A\ A is the
conjunction of all patterns in A. We let A ) be T. The local validity relation T E""¢ ¢ holds iff
for any model M, any valuation p, and any element a € M, a € ||y, for all ¢ € I' implies
a € [¢|m,p-

The local relations are stronger than their global counterparts. In addition, if I' = ), the

local relations are equivalent to their global counterparts.
Proposition 3.5. For any I' and ¢, the following hold:
1. T H5¢ @ implies T by @;
2. T El¢ » implies T E ¢;
3.0 l—fﬁc o iff 0y @5
4. DEY o iff D FE o.

Proof. (1). By definition, there exists a finite subset A C I' such that § -4 A A — . Note
that ' F3 A A, so by (MoDUS PONENS), T' bk ¢.

(2). Let M be a model such that M E I'. Let p be any valuation and a € M be any
element. Since M E I', we have M F « for all » € I'. Therefore, ||y, = M for all p € T,
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and thus a € [¢|y, for all ¢» € T'. By the definition of I' F*¢ ¢, a € |p|y,. Because a is

arbitrarily chosen, ||y, = M. Because p is also arbitrarily chosen, M & .
(3) and (4). By definition. QED.

We point out that the other directions of (1) and (2) in Proposition do not hold
in general. Consider I' = {-z}. We will show that I' /¢ L but ' k3 L. To prove
[ /% 1, assume the opposite, that is, ) -y =2 — L. By the soundness of H (Theorem ,
() E =z — L. To show the contradiction, let us construct a model M whose carrier set is
{0,1}. Let p be a valuation such that p(z) = 0. Then we have |-z — 1|y, = {0}, which
is not {0,1}. This contradiction shows that I /2¢ 1. On the other hand, we can prove
I' 4 L as follows. Firstly, we have I' -3, —x, which is equivalent to I' Fyy + — L. By
(3-GENERALIZATION), we have I' i3 (3. x) — L. By (EXISTENCE) and (MODUS PONENS),
we have I' 4, L. Therefore, the other directions of (1) and (2) in Proposition [3.5{do not hold
in general.

Now, to establish Figure |3.1], we only need to prove local completeness, stated in Theo-
rem [3.8] The proof presented here is inspired by the completeness proofs for polyadic modal
logic [28] and hybrid logic [46], with novel techniques to handle sorts, many-sorted symbols,
and quantifiers.

We start by defining consistent sets.

Definition 3.4. A theory I is consistent, if ' I/%¢ L. In addition, T is a mazimal consistent
set (MCS) if for every IV 2 I', I is inconsistent.

Intuitively, a consistent set gives a consistent “view” of elements in the underlying carrier
set. Recall that a pattern is matched by certain elements. If I" is consistent, all patterns in I'
can be matched by at least one common element. In other words, the infinite conjunction
“pattern” AT is not L. The larger I' is, the smaller AT becomes. An MCS is thus a
maximal [', without making A" to be L. Note that the smallest patterns except L are
singleton patterns, which are matched by one element. Therefore, we can think of MCSs
as representations of individual elements. This useful intuition motivates the definition of
canonical models whose elements are MCSs (Definition as well as the Truth Lemma
(Lemma 7 which states that “Matching = Membership in MCSs”. Truth Lemma is the
key result that connects proofs and semantics.

We prove some properties about MCSs.
Proposition 3.6. Let I' be an MCS. The following propositions hold:

1. o € T 4ff T ¢ o; In particular, if -3 ¢ then o € T;
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2. ~pel iff o & T;

3. o1 Npg €T iff o1 € T and po € T'; In general, for any finite pattern set A, NA €T
iff A C T

4. o1 Ve €T iff o1 €T or pg € T'; In general, for any finite pattern set A, \/ A € T iff
ANT #0; As a convention, when A =0, \/ A is L;

5. 1,01 — wo € I implies o € T'; In particular, if by ©1 — @a, then @1 € T' implies
py el

Proof. By propositional reasoning. QED.

Definition 3.5. For an MCS I, we say that I' is a witnessed MCS, if for every dz.p € T,
there exists y such that (3z.¢) — ¢[y/x] € I

In the following, we show any consistent set I' can be extended to a witnessed MCS T'*.
The extension, however, requires an extension of the set of variables. To see why such an
extension is needed, consider the following example. Let ¥ = (S, V,X) be a signature and
I' = {—2 | x € V}} be a pattern set containing all variable negations. We leave it for the
readers to show that I' is consistent. Here, we claim the consistent set I' cannot be extended
to a witnessed MCS T'" in the signature X. The proof is by contradiction. Assume I'" exists.
By Proposition and (EXISTENCE), 3z.x € I'". Because I'" is a witnessed MCS, there
is a variable y such that (3z.2) — y € T'", and by Proposition , y € T'". On the other
hand, -y € I' C I'". This contradicts the consistency of I'T.

Lemma 3.22. Let ¥ = (S, V,X) be a signature and I" be a consistent set. Extend the variable
set V to VT with countably infinitely many new variables, and denoted the extended signature
as Xt = (VT S, Y). There exists a pattern set T in the extended signature X% such that
I CI'" and I'" is a witnessed MCS.

Proof. We use MLPATTERN and MLPATTERN™T denote the set of all patterns in the original
and extended signatures, respectively. Enumerate all patterns ¢, s, - - - € MLPATTERN™
and all variables X1, X, ... in VT \ V. We will construct a non-decreasing sequence of pattern
sets (g C Iy CIy--- C MLPATTERN:, with 'y = I'. Notice that 'y contains variables only
in V. Eventually, we will let I't = |J,.,I'; to be the witnessed MCS.

For every n > 1, we define I',, as follgws. If T, 1U{p,} is inconsistent, then let T',, =T',,_;.

Otherwise,

if ¢, is not of the form Jz.: (3.23)
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Fn = anl U {(pn}
if ¢, = dr .1 and X; is the first variable in V7 \ V

that does not occur free in I',,_; and ¥:

I =Tnoa Ufen} U{Xi/a]}

Notice that in the second case, we can always pick a variable X; that satisfies the conditions
because by construction, I';,_1 U {¢,} uses at most finitely many variables in V*\ V.

We show that I',, is consistent for every n > 0 by induction. The base case is to show [’y
is consistent in the extended signature. Assume it is not. Then there exists a finite subset
Ag Chp Tg such that =4 A Ag — L. The proof of A Ay — L is a finite sequence of patterns
in MLPATTERNT. We can replace every occurrence of the variabley € V*\ V (y can have
any sort) with a variable y € V' that has the same sort as y and does not occur (no matter
bound or free) in the proof. By induction on the length of the proof, the resulting sequence
is also a proof of A Ag — L, and it consists of only patterns in PATTERN. This contradicts
the consistency of I'y as a subset of PATTERN, and this contradiction finishes our proof of
the base case.

Now assume I',,_; is consistent for n > 1. We will show T', is also consistent. If I';,_; U{¢,}
is inconsistent or ¢,, does not have the form Jz ., I',, is consistent by construction. Assume
1 U{pn} is consistent, ¢, = 3x. ¢, but I'), =T, U{¢,} U {¥[X;/z]} is not consistent.
Then there exists a finite subset A Cg, T',—1 U {p,} such that -y A A — —¢[x;/z]. By
(UNIVERSAL GENERALIZATION), F4 VX; . (A A — —[X;/x]). Notice that x; & freeVar(\ A)
by construction, so by FOL reasoning F3 A A — —3X;. (¢¥[X;/z]). Since X; & free Var()), by
a-renaming, 3x; . (Y[X;/z]) = 3z .y = ¢, and thus 4 A A — —¢,. This contradicts the
assumption that I',,_; U {,} is consistent.

Since T',, is consistent for any n > 0, 't = \U,, ' is also consistent. This is because the
derivation that shows inconsistency would use only finitely many patterns in I'*. In addition,

we know I'" is maximal and witnessed by construction. QED.

We will prove that for every witnessed MCS I' = {I's}cs, there exists a model M and a
valuation p such that for every ¢ € T's, |¢|a,, # 0. The next definition defines the canonical
model which contains all witnessed MCSs as its elements. We will construct our intended

model M as a submodel of the canonical model.

Definition 3.6. Given a signature ¥ = (5, X). The canonical model W = ({W}ses, )

consists of

1. a carrier set W, = {I' | I is a witnessed MCS of sort s} for every sort s € S;
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2. an interpretation oy : Wy, x --- x W, — P(Wj) for every symbol o € X, 4, s, defined
as I' € oy (I'y,...,T,) if and only if for any ¢; € I';, 1 <i < n, o(p1,...,p,) €T In

particular, the interpretation for a constant symbol o € ¥y s is o = {I' € W, | 0 € T'}.
The carrier set W is not empty, thanks to Lemma [3.22]

The canonical model has a nontrivial property stated as the next lemma. The proof of the

lemma is difficult, so we leave it to the end of the subsection.

Theorem 3.5. Let X = (S,%) be a signature and I' be a witnessed MCS of sort s € S. Given
a symbol 0 € X5, 5,5 and patterns 1, ..., p, of appropriate sorts. If o(¢1,...,pn) € T,
then there exist n witnessed MCSs I'y, ... T, of appropriate sorts such that p; € T'; for every
1<i<n,andl € ow(Ty,...,T).

Definition 3.7. Let ¥ = (5,%) be a signature and W = ({W,}ses, ) be the canonical
model. Given a witnessed MCS I" = {I's}scs. Define Y = {Y;}scs be the smallest sets such

that Y, C W for every sort s, and the following inductive properties are satisfied:

1. T'y € Y, for every sort s;

2. It A €Y, and there exist a symbol o € ¥, ,, s and witnessed MCSs A;,..., A, of
appropriate sorts such that A € ow (A, ..., Ay), then Ay € Yy,,..., A, €Y.

Let Y = (Y, ) be the model generated from I', where
oy (A, ..., Ay) =Y, Now(Ay,...,4A,) foreveryoe Xy , sand Ay eY,,...,A, €Y, .

We give some intuition about the generated model Y = (Y, ). The interpretation oy is
just the restriction of the interpretation o, on Y. The carrier set Y is defined inductively.
Firstly, Y contains I'. Given a set A € Y. If sets Ay,..., A, are “generated” from A by a
symbol o, meaning that A € o (A4,,...,A,), then they are also in Y. Of course, a set A
is in Y maybe because it is generated from a set A’ by a symbol ¢’, while A’ is generated
from a set A” by a symbol ¢”, and so on. This generating path keeps going and eventually
ends at ' in finite number of steps. By definition, every member of Y has at least one such

generating path, which we formally define as follows.

Definition 3.8. Let I' = {I's }scs be a witnessed MCS and Y be the model generated from I'.
A generating path 7 is either the empty path €, or a sequence of pairs ((o1,p1), ..., (Ok, Dk))
where o4, ..., 0% are symbols (not necessarily distinct) and py, ..., px are natural numbers
representing positions. The generating path relation, denoted as G P, is a binary relation
between witnessed MCSs in Y and generating paths, defined as the smallest relation that

satisfies the following conditions:
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1. GP(L;, €) holds for every sort s;

2. If GP(A,m) holds for a set A € Y, and a generating path 7, and there exist a symbol
0 € X, .55 and witnessed MCSs Ay, ..., A, such that A € oy (Ay,...,A,), then
GP(A;, (m,(0,1))) holds for every 1 < i < n.

We say that A has a generating path 7 in the generated model if GP(A, ) holds. It is easy
to see that every witnessed MCS in Y has at least one generating path, and if a witnessed

MCS of sort s has the empty path € as its generating path, it must be I'y itself.

Definition 3.9. Given a generating path 7. Define the application context C inductively
as follows. If m = ¢, then C; is the identity context O. If m = (m, (0,4)) where 0 € X5, s, s
and 1 <4 <n, then Cr = Cr[o(Ta, o To L Tars - Tan))-

A good intuition about Definition is given as the next lemma.

Lemma 3.23. Let I' be a witnessed MCS and Y be the model generated from I'. Let A € Y.
If A has a generating path 7, then Cr[p] € T for any pattern ¢ € A.

Proof. The proof is by induction on the length of the generating path =. If 7 is the empty
path €, then A must be I and C is the identity context, and C[p| = ¢ € T for any ¢ € A.
Now assume A has a generating path m = (m, (0,4)) with o € ¥, _, s. By Definition ,
there exist witnessed MCSs Ag,,..., A, Ay € YV and 1 < ¢ < n such that A = A,,,
A € ow(Ag,, ..., Ag,), and A has 7 as its generating path. For every ¢ € A = A, since
T,, € A, for any j # 4, by Definition 3.6 o(Ts,, ..., Ts 1, @ Teiprr---5 Ts,) € Ay By
induction hypothesis, Cr[0(Ts;,. ., Ts, 1,05 Toiprs---5 Ts,)] € I, while the latter is exactly
Crle)- QED.

Lemma 3.24. Let I" be a witnessed MCS and Y be the model generated from I'. For every
I'',Ty €Y of the same sort and every variable x, if v € I'y Ny then I'y = T's.

Proof. Let m; be a generating path of I'; for i = 1,2. Assume I'; # I's. Then there exists
a pattern ¢ such that ¢ € I'y and —¢ € I's. Because x € I'y N I'y, we know = A ¢ € 'y and
xA=p € Ty, By Lemmal[3.23] Cy, [xAp], Cr, [z Ap] € T, and thus Cr, [z A@]ACy, [xA—¢p] € T.
On the other hand, =(Cy, [z A @] A Cr, [z A —¢]) is an instance of (SINGLETON VARIABLE)
and thus it is included in I'. This contradicts the consistency of T'. QED.

We will establish an important result about generated models in Lemma (the Truth
Lemma), which links the semantics and syntax and is essential to the completeness result.

Roughly speaking, the lemma says that for any generated model Y and any witnessed MCS

63



A €Y, a pattern ¢ is in A if and only if the interpretation of ¢ in Y contains A. To
prove the lemma, it is important to show that every variable is interpreted to a singleton.
Lemma, [3.24] ensures that every variable belongs to at most one witnessed MCS. To make sure
it is interpreted to exactly one MCS, we complete our model by adding a dummy element %
to the carrier set, and interpreting all variables which are interpreted to none of the MCSs to

the dummy element. This motivates the next definition.

Definition 3.10. Let I' = {T's}scs be a witnessed MCS and Y be the I'-generated model.
[-completed model, denoted as M = ({M}ses, ,), is inductively defined as follows for all
sorts s € S:

1. M, =Y, if every x: s belongs at least one MCS in Y;
2. My =Y, U {xs}, otherwise.

We assume *; is an entity that is different from any MCSs, and %, # *g, if s1 # s5. For

every o € X, s,.s, define its interpretation

0 if some A; = x,,

om(Ary - An) = oy (Ar, . Ay) U {k} ifall Aj # %, and some A; =T, (3.28)

oyp, (A1, Ay) otherwise

The completed valuation p: V' — M is defined as

(3.29)

A ifz:se A
plr:s) =

*, otherwise

The valuation p is a well-defined function, because by Lemma [3.24] if there are two witnessed
MCSs A; and A, such that x € Ay and x € A,, then A; = As.
Now we come back to prove Lemma [3.5] We need the following technical lemma.

Lemma 3.25. Let 0 € X, 5, s be a symbol, ®1,...,P,, ¢ be patterns of appropriate sorts,

and Yy, - .., Yn, T be variables of appropriate sorts such that y, ...y, are distinct, and
Yly - Yn & freeVar(o) U U freeVar(®;) (3.30)
1<i<n

Then we have

Fo(®r,..., D) = Jyr ... Fyn.o(P1 A (Fx. 00 — dlyr/x]), ..., P A (Fx. ¢ — Slyn/x)))
(3.31)
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Proof. Notice that for every 1 <1¢ < n,

oy 32 . ¢ — Jyi(Plyi/x]). (3.32)

By easy matching logic reasoning,

Fo(Py,...,P,) = o(P1 A (Fx. ¢ — Ty (d[ya/2]), ..., Pu A (Tz. ¢ — Fyn.(oyn/z])))
(3.33)

Then use Proposition [3.3] to move the quantifiers Jyi, ..., 3y, to the top. QED.
Now we are ready to prove Lemma [3.5]

Proof of Lemma 3.5 Recall that I' € oy (T'y,...,T",) means for every ¢; € I';, 1 < i < n,
o(¢1,...,¢,) € I'. The main technique that we will be using here is similar to Lemma m
We start with the singleton sets {¢;} for every 1 < i < n and extend them to witnessed
MCSs I';, while this time we also need to make sure the results I'y, ..., ', satisfy the desired
property I' € oy (I'y, ..., I',). Another difference compared to Lemma is that this time
we do not extend our set of variables, because our starting point, {¢;}, contains just one
pattern and uses only finitely many variables. Readers will see how these conditions play a
role in the upcoming proof.

Enumerate all patterns of sorts si,...,s, as follows vy, 1,9, - € [J,<;<,, PATTERN;.
Notice that sq,..., s, do not need to be all distinct. To ease our notation, We_d;ﬁne a “choice”

operator, denoted as [ps]y, as follows

s if s=45
[ps]s = {90 (3.34)

nothing otherwise

For example, ¢, A [t)]s means ¢, A 1 if 1) also has sort s. Otherwise, it means ¢,. The choice
operator propagates with all logic connectives in the natural way. For example, [-t)], = —[1)],.

In the following, we will define a non-decreasing sequence of pattern sets FEO) C Fgl) -
FZ@) C ... C PATTERN;y, for each 1 <7 < n, such that the following conditions are true for
alll <i<nandk>0:

1. If ¢ has sort s;, then either ¢, or =), belongs to F,Ekﬂ).

2. If 9y, has the form dx . ¢, and it belongs to F(k+1), then there exists a variable z such

that (Jz. @) — ¢r[z/x] also belongs to rn,

%

3. ng) is finite.
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4. Let Wz(k) = /\ng) for every 1 <i <n. Then a(ﬂ’“), . ,W;Lk)) el.
5. ng) is consistent.

Among the above five conditions, condition (2)—(5) are like “safety” properties while
condition (1) is like a “liveness” properties. We will eventually let I'; = |-, ng) and prove
that I'; has the desired property. Before we present the actual constructic;n, we give some
hints on how to prove these conditions hold. Conditions (1)—(3) will be satisfied directly by
construction, although we will put a notable effort in satisfying condition (2). Condition (4)
will be proved hold by induction on k. Condition (5) is in fact a consequence of condition (4)

as shown below. Assume condition (4) holds but condition (5) fails. This means that F,Ek) is

(%)

not consistent for some 1 <i < n, so by m;" — L. By (FRAMING)

Fay U(ﬂk), o My - J(ﬂk), U R S0} (3.35)

n

Then by Proposition [3.3] and FOL reasoning,

b o(m@® o a® Ry 1 (3.36)

n

Since a(ﬂik), . ,Wl(k), . ,ng)) € I" by condition (4), we know L € I' by Proposition .
And this contradicts the fact that I" is consistent.

Now we are ready to construct the sequence FEO) C Fgl) C FZ@) C...forl1<7<n. Let
FEO) = {¢;} for 1 < i < n. Obviously, T 2(0) satisfies conditions (3) and (4). Condition (5)
follows as a consequence of condition (4). Conditions (1) and (2) are not applicable.

Suppose we have already constructed sets ng) for every 1 <17 < n and k > 0, which satisfy
the conditions (1)—(5). We show how to construct ngﬂ). In order to satisfy condition (1),
we should add either v, or =) to ng), it I Ek) has the same sort as ¢,. Otherwise, we simply
let ngﬂ) be the same as ng). The question here is: if I‘Ek) has the same sort as vy, which
pattern should we add to ng), Yy, or =7 Obviously, condition (3) will still hold no matter
which one we choose to add, so we just need to make sure that we do not break conditions
(2) and (4).

Let us start by satisfying condition (4). Consider pattern a(ﬂk), . ,m(lk)), which, by
condition (4), is in I'. This tells us that the pattern

o (™ A ok V =rleys - A [ V) (3.37)

is also in I". Recall that | ], is the choice operator, so if ¢y has sort s;, then nﬁ’“) A[r V —gls,
is 7Ti(k) A (Vg V =), Otherwise, it is 7ri(k). Use Proposition and FOL reasoning, and notice
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that the choice operator propagates with the disjunction V and the negation —, we get

o(m A rls) V (1 A =[ds)s - (78 A kls) V (7 A =[ends)) €T (3.38)

Then we use Proposition |3.3| again and move all the disjunctions to the top, and we end up

with a disjunction of 2" patterns:

\ o(x® AP 7 ® AP [,) €T (3.39)

where [—] means either nothing or —. Notice that some [1;]s,’s might be nothing, so some of
these 2" patterns may be the same.
Notice that I is an MCS. By proposition (3.6, among these 2" patterns there must exists

one pattern that is in I'. We denote the said pattern as

o™ AP Worlers 7 A HP ) (3.40)

For any 1 <i < n, if HE’“) [¢r]s, does not have the form Jx . ¢, we simply define ngﬂ) =

ng) U {HE’“) [Vr]s, ). If [_‘]gk) [¢k]s, does have the form 3z . ¢, we need special effort to satisfy

condition (2). Without loss of generality and to ease our notation, let us assume that for

every 1 < i < n, pattern [ﬁ]gk) [¥k]s; has the same form Jz . ¢. We are going to find for each

index 7 a variable z; such that
o(m Az pABr.d— oz /a]), ..., 7P ATz GABr.d = dlza/z])) €T (3.41)

This will allow us to define ngﬂ) = F,Ek) U{3z.¢} U{3x.¢ — ¢[z;/x]} which satisfies
conditions (2) and (4).

We find these variables z;’s by Lemma [3.25] and the fact that I' is a witnessed set. Let
d, = ﬁfk) ATz . ¢ for 1 <i < n. By construction, o(®y,...,®,) € I'. Hence, by Lemmam
and Proposition , for any distinct variables yi,...,y, & freeVar(¢) U U, <, freeVar(®;),

1o W o(P1A (B¢ = dlyi/a]), ., Pa A (TN @ = Plyn/a])) €T (3.42)
The set I' is a witnessed set, so there exist variables zq, ..., 2z, such that
o(®1 A (Fz. ¢ — @lz1/x])y ..., Py A (T .0 — dlz,/2]) €T (3.43)

This justifies our construction FZ(-kH) = ng) U{3z.o}U{3x.0p — ¢[z;/x]}.
r®

So far we have proved our construction of the sequences FEO) C 1(1 - FZ@) C ... for
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1 < < n satisfy the conditions (1)~(5). Let I'; = {5 ng) for 1 <4 < n. By construction,

['; is a witnessed MCS. It remains to prove that I' € o (I'1,...,[',). To prove it, assume
¢; € I'; for 1 <1 < n. By construction, there exists K > 0 such that ¢; € FEK) for all
1 <i < n. Therefore, 7TZ-(K) — ¢;. By condition (4), a(ﬂK), . ,7T7(1K)) € I', and thus by
(FRAMING) and Proposition [3.6] (¢4, ..., ¢,) € L. QED.

Lemma 3.26 (Truth Lemma). Let I' be a witnessed MCS, M be its completed model, and p
be the completed valuation. For any witnessed MCS A € M and any pattern ¢ such that A

and ¢ have the same sort,
e e A ifand onlyif A€ ||,

Proof. The proof is by induction on the structure of ¢. If ¢ is a variable the conclusion
follows by Definition [3.6] If ¢ has the form t; A ¢y or =)y, the conclusion follows from
Proposition If ¢ has the form o (¢4, ..., ¥n), the conclusion from left to right is given by
Lemma 3.5, The conclusion from right to left follows from Definition (3.6

Now assume ¢ has the form Jdz .. If dx .9 € A, since A is a witnessed set, there is a
variable y such that 3z .9 — ¢[y/z] € A, and thus ¥[y/x] € A. By induction hypothesis,
A € [Yly/x]|m,p, and thus A € |Fz . 9|,

Consider the other direction. Assume A € |3x.9|y,. By definition there exists a
witnessed set A’ € M such that A € ||y (a2 By Definition every element in M
(no matter if it is an MCS or x) has a variable that is assigned to it by the completed
valuation p. Let us assume that variable y is assigned to A', i.e., p(y) = A’. By Lemma
A € [Yluy = |¥[y/z]|m,- By induction hypothesis, ¥y/x] € A. Finally notice that
o Yly/z] — Jy . [y/z]. By Proposition , Jy . Yly/x] € A, ie., Jx.¢p € A. QED.

Theorem 3.6. For any consistent set I', there is a model M and a valuation p such that for

all patterns ¢ € T, ||, # 0.

Proof. Use Lemma and extend I' to a witnessed MCS I't. Let M and p be the
completed model and valuation generated by I'" respectively. By Lemma [3.26, for all
patterns ¢ € I' C ', we have I'" € |¢|as,, 50 |¢|a,p # 0. QED.

Now we are ready to prove local completeness of H.
Theorem 3.7. For any I’ and ¢, ' "¢ o implies T Fi5¢ .

Proof. Assume the opposite that I' 14 ¢, which implies that I'U {=¢} is consistent. Extend
it to a witnessed MCS I'" and let M, p be the completed model and completed valuation
generated by I'". By Lemma [3.26] I'" € [¢|ur, for all ¢ € T, and T't € |=¢|u,, ie.,
'™ & |¢|ar,. This contradicts with I' ¢ . QED.
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Theorem 3.8. For any ¢, 0 E ¢ implies ) b4 .
Proof. By Proposition [3.5] QED.

In the literature, both Theorem and Theorem are called local completeness. To

distinguish them, Theorem [3.7]is called strong local completeness while Theorem [3.8]is called
weak local completeness.
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Chapter 4: FROM MATCHING LOGIC TO MATCHING p-LOGIC

Fixpoints are ubiquitous in computer science. They are given different names when
appearing in different contexts. Inductive datatypes are an example of fixpoints of the
constructors that build terms. The datatype of cons-lists 1ist ::= Nil | Cons(element,
list) is the smallest set that is closed under Nil and Cons. Many temporal operators
are fixpoints; Cp (“always”) can be defined as a greatest fixpoint based on op (“next”); see
Section [5.8] The reachability relation ¢; = ¢, in reachability logic (RL) (Section is
also a fixpoint; see Section Furthermore, these fixpoints are studied and reasoned about
using different methods. For inductive datatypes, we often use structural induction to prove
their properties. For temporal operators, we can use the specialized proof rules of temporal
logics to reason about them. For example, O(p — op) — (¢ — Oy) is the (IND) proof
rule of infinite-trace LTL (Figure that captures the inductive nature of [J. For RL, the
(CIRCULARITY) proof rule in Figure captures the co-inductive nature of reachability
reasoning.

On the other hand, the Knaster-Tarski fixpoint theorem (Theorem governs everything
we need to know about the existence and construction of fixpoints. For any monotone function

f:P(A) — P(A), f has fixpoints, and the least/greatest fixpoints are given as follows:

lfp f = m{Ao C Al f(A) C Ao} gfp f = U{Ao CA[A C f(Ao)} (4.1)

Let us look at the 1Ifp f as the discussion for gfp f is similar. From the construction above,
we know two things about Ifp f. Firstly, it is a fixpoint, so Ifp f = f(Ifp f). Secondly, it is
the least pre-fixpoint, so for every Ag such that f(Ag) C Ag (i.e., Ag is a pre-fixpoint of f),
Ifp f C A,.

Our goal is to incorporate Theorem into matching logic so we can obtain a unifying
foundation for specifying and reasoning fixpoints that can handle all instances and examples
of fixpoints, including inductive datatypes, temporal operators, reachability rules, and so
on. Luckily, matching logic patterns fit nicely with the setting of Theorem because for
any pattern ¢ and a free variable x in it, we can regard ¢ (w.r.t. x) as a function over the
powerset domain in the following sense: ¥ — @[1p/z] for every . Here, 1 is a pattern (so
semantically, a set) and ¢[i/z] is the result of applying ¢ (as a function w.r.t. z) to 1,
which is an argument. If ¢ is positive in z, then the corresponding function ¢ — @[¢)/x] is
monotone and thus has fixpoints. We denote the least and the greatest fixpoints as pz . ¢ and
vz . p, respectively. We also know two things about ux . ¢ (and similarly for vX . ). Firstly,
it is a fixpoint, so F (ux . ) <> ¢[(px . ¢)/x]. Secondly, it is smaller than any pre-fixpoint, so
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F @[ /x] — 1 (which states that 1 is a pre-fixpoint of ) implies - (uz . ) — 1.

If we could define ux . p and vz . ¢ as notation in matching logic, just like how Vz.p =
=3z .~ is defined, we would have a directly logical incarnation of Theorem in matching
logic and obtain a unifying logical foundation to specify and reason about any types of
fixpoints. Unfortunately, it turns out that ux . ¢ and vz . ¢ cannot be defined as notation in
matching logic. We have to extend matching logic with a new set of set variables, denoted by
X, Y, etc., and introduce an explicit p operator to build least fixpoints; greatest fixpoints
are then defined as notations. We call the extended logic matching p-logic to emphasize that
it has an explicit u operator. The purpose of this chapter is to formally present matching

p-logic and introduce its extended syntax, semantics, and proof rules.

4.1 HINTS ON NECESSITY OF EXTENSION

We explain why matching logic must be extended to support fixpoints. Let us assume
that we find a way to define fixpoints in matching logic as notation. That means that px . ¢
is a matching logic pattern, where z is a matching logic variable. Then we show that the

following rule fails to hold:

P17 P2
(EQUIVALENCE CONGRUENCE)  (ux. 1) <> (pa . @2) (4.2)

Note that (EQUIVALENCE CONGRUENCE) is a highly desired property that is expected to
hold in any reasonable formal system. Its failure is thus a strong hint that px . must not,
or at least, should not be defined as notation. It is more natural and reasonable to extend
matching logic to matching p-logic in order to support fixpoints.

To see why (EQUIVALENCE CONGRUENCE) fails, let us first note that uz .z should be
equivalent to L. This is because px . x represents the identity function, whose least fixpoint
is the empty set, i.e., L. Let us also note that ux . c should be equivalent to ¢ for a constant
symbol c. This is because uz . c represents a constant function that returns ¢ for all inputs.
So its only fixpoint is c itself.

We now build a counterexample of (EQUIVALENCE CONGRUENCE). We define a matching
logic theory I' = {z, ¢}. The axiom x enforces the underlying carrier set to be a singleton set,
say {x}. The axiom c enforces the interpretation of ¢ to be {x}, too. Thus we have I' F z <> c.
However, I'  (ux . x) <> (px . ¢), because the left-hand side should be equivalent to L while
the right-hand side should be equivalent to ¢, and I' ¥ L <« ¢. Thus, (EQUIVALENCE
CONGRUENCE) fails to hold.
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It means that if we were to define fixpoints in matching logic as notation, we either need
to drop the highly desired property (EQUIVALENCE CONGRUENCE) or live in a weird world
where pz .z is not equivalent to L (or pz.c is not equivalent to ¢). We want neither of
the above. Thus, we conclude that the proper way to add fixpoint support to in matching
logic is to extend it to matching u-logic, which we present in Section [£.2] As a side remark,
(EQUIVALENCE CONGRUENCE) does hold in matching p-logic; see Lemma [4.3]

4.2 MATCHING p-LOGIC SYNTAX, SEMANTICS, AND PROOF SYSTEM

We define matching p-logic syntax, semantics, and proof system and present some basic

results about its formal reasoning.

4.2.1 Matching p-logic syntax and semantics

Definition 4.1. A matching u-logic signature or simply a signature (S,Y) is the same as
a matching logic signature in Definition . Given a matching p-logic signature (S, %),
an S-indexed set EV = {EV }scs of element variables denoted by z:s, y: s, etc., and an
S-indexed set SV = {SVs}ses of set variables denoted by X :s, Y :s, etc., the syntax of
matching p-logic patterns or simply patterns is given by extending the syntax of matching

logic with the following grammar rules:

matching p-logic patterns ¢y = (syntax of matching logic) (4.3)
| X:s (4.4)
| uX :s. s (4.5)

where X :s. @, requires that ¢ is positive in X : s, i.e.,, X : s does not occur under an odd

number of negations.

We feel free to drop the sorts when they are understood. The notion of free variables
freeVar(p) and capture-avoiding substitution ¢[i/z] and @[/ X] are defined in the usual
way. We define v X . p as follows

vX.p=-puX.p-X/X] (4.6)

Note that there are three —’s, not two. Also note that —p[—X/X] is positive in X whenever

© is positive in X.
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Definition 4.2. Given a signature (S, X)), a matching p-logic (S, X)-model or simply (.5, X)-
model is the same as a matching logic model in Definition 2.46] Given an (S, X)-model
M = ({M}ses, {om}oes), a matching p-logic M-valuation or simply M -valuation is a pair
p = (pev, psy) where pgy: EV — M is a matching logic M-valuation and pgy : SV — P(M).

Definition 4.3. Given a signature (S,%) and an (S, ¥)-model M = ({M;}ses, {onm}oex),
the matching p-logic interpretation function |¢|s, is inductively defined for all ¢ and p as

follows:
1. | X :s|lmp=psv(X:s) for X:s e SV;
2. [uX s sl = UP(A = [olmpa/x:9);
3. The rest rules are the same as Definition

Here, fp(A — |@|ap1a/x:4)) is the least fixpoint of the function that maps A to [¢|arpa/x 4
for A C M,.

The derived semantics of uX :s. s and vX :s.p, are as follows, by Theorem 2.1}

X 5. @iy = Wp(A = |@lanprarxo) = [ A S Mo | @laprax.g € A} (4.7)
VX :s. @ular, = 8IP(A = [larpiarx o) = (A C Mo | AC |@larpparx: o} (4.8)

A matching p-logic theory or simply theory I' is a set of patterns/axioms. We define M FE ¢,
M E T, and I" F ¢ in the usual way. Note that if an axiom 1 € I" has free set variables,
then those set variables are effectively universally quantified. This way, matching p-logic
allows to write axioms that features monadic universal second-order quantification at the top
of axioms. This fact is useful for defining powersets (Section and second-order logic
(Section as matching p-logic theories.

4.2.2 Matching p-logic proof system H,

The matching p-logic proof system H,,, as shown in Figure , extends the matching logic
proof system H in Figure [3.2| with three proof rules: (SUBSTITUTION), (PRE-FIXPOINT),
and (KNASTER TARSKI). The latter two have been discussed in Section . They are a
direct logical incarnation of the Knaster-Tarski fixpoint theorem (Theorem into matching
p-logic. The (SUBSTITUTION) rule captures the semantic effect that a free set variable in a
matching p-logic axiom is universally quantified. So if ¢ is provable and X € freeVar(y),

then ¢[¢/X] is still provable for any ). We use 3, or simply I to denote the corresponding
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]

(SYSTEM H) all proof rules of H in Figure
z L
(SUBSTITUTION) o/ X]

(PRE-FIXPOINT) olpX . o/ X] = puX . @
plo/X] = ¢

(KNASTER TARSKI)  puX. o — 1)

Figure 4.1: Matching p-Logic Proof System H,,

provability relation of H,. Since H, extends H, we have that I" 3 ¢ implies I' I ¢ for any
matching logic theory I' and pattern .

Theorem 4.1 ([47]). H,, is sound, i.e., for any I' and ¢, I' = ¢ implies I' E ¢.

4.2.3 Basic properties about H,

We first prove some basic lemmas about H,, and then prove a deduction theorem (Theo-
rem (4.2)).
We generalize Lemma matching p-logic with set variables and the p operator.

Lemma 4.1. |o[v/X]|a, = |@| M plpw)/x) for all X € SV.

Proof. The proof is the same as Lemma [3.1] The only interesting case is when ¢ = puZ . ;.

By a-renaming, we can safely assume Z ¢ freeVar(y). We have:

((LZ o)W/ X] |y = [1Z . (01 [0/ X])m1,p (4.9)
= (VA lerlt/ X arpasz € A} (4.10)

= (A @1 |mptar2101 aszx1 S A} (4.11)

= (A1 |apta/2100100,,0%1 € A} (4.12)

= (A l@11atpl161ar,/ 3114721 € A} (4.13)

(4.14)

(4.15)

= |uZ - 01| apllvlar,/x]

= @t pll1ar,p/ X7

QED.

The proof system H,, only defines (PRE-FIXPOINT) and (KNASTER TARSKI) for uX . ¢.

Here we show that their dual versions also hold for v.X . ¢.
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Lemma 4.2. The following propositions hold:
1. (PRE-FIXPOINT): T FvX .p — ovX . p/X];
2. (KNASTER TARSKI): '+ — @[t/ X] implies T' = — vX . .

Proof. Simply unfold v.X . ¢ to -uX . =(¢[-X/X]) and use the version of (PRE-FIXPOINT)
and (KNASTER TARSKI) for the least fixpoints. QED.

We verify that (EQUIVALENCE CONGRUENCE) in Section [4.1]is indeed derivable in #,,.
Lemma 4.3. ' 1 — @y implies ' p X .01 — puX . @s.

Proof. Use (KNASTER TARSKI), (SUBSTITUTION), and (PRE-FIXPOINT) plus standard

propositional reasoning. QED.
Lemma 4.4. For any context C, we have Tt @1 <> @9 iff '+ Clp1] <> Clge).

Proof. Carry out induction on the structure of C. Except the case C' = puX .1, all other
cases have been proved in Proposition [3.4 While the u-case is proved by Lemma[1.3] QED.

Lemma [4.4] allows us to in-place unfold a fixpoint pattern in any context. That is, we can

freely replace pX . ¢ (or vX . ) with ¢[(uX . ¢)/X] (or p[(rX .¢)/X]) in any context.

Lemma 4.5. A context C' is positive if it is positive in [J; otherwise, it is negative. Let

I'F @1 — @y, We have

I' F Clp1] = Clpa] if C'is positive, (4.16)
I'F Clps] — Clei] if C is negative. (4.17)

Proof. Carry out induction on the structure of C'. The cases when C' is a propositional /FOL
context are trivial. The case when C' is a symbol application is proved by (FRAMING). The
case when C'is 1 is proved by Lemma [4.3] QED.

Lemma 4.6. T'F puX .o < o[uX . ¢/ X].

Proof. We prove both directions.

(Case “—"). Apply (KNASTER TARSKI), and we prove I' - p[(¢[uX .¢/X])/X] —
oluX . p/X]. Consider Lemma where we let C' be ¢[0/X]. Since ¢ is positive in X as
required by the wellformedness condition of uX ., we know that C' is a positive context.
Thus, we just need to prove I' - ¢[uX . ¢/ X]| — ¢, which is proved by (PRE-FIXPOINT).

(Case “<=") is exactly (PRE-FIXPOINT). QED.
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Lemma 4.7. Let ¢ be a predicate pattern, i.e., F1 =T Vi = 1, and C be a context where
O is not under any p’s. We have =1 A Cp] <> 0 AN C[p A @] for all .

Proof. Carry out induction on the structure of C'. The cases when C' is a propositional /FOL
context are trivial. The case when C' is a symbol application is proved using the fact that
predicate patterns propagate through symbols. Since [J does not occur under any u’s, we
have considered all the cases. QED.

Lemma 4.8. Let v be a predicate pattern and ¢ be a pattern. Let X be a set variable that does
not occur under any p’s in @, and X & freeVar(y). We have b A uX .o < pX . (Y A p).

Proof. Note that “<” is proved by Lemma[4.3] We only need to prove “—”. By propositional
reasoning, the goal becomes - uX .o — ¥ — pX . (¥ Ap) and we apply (KNASTER TARSKI).
We obtain - ¥ Ap[th — uX . (Y Ap)/X] = uX . (¥ Ap). By (PRE-FIXPOINT), we just need
to prove = ¢ A o[y = uX . (Y A )/ X] = ¢ Ap[pX . (¢ Ap)/X]. By Lemma 1.8 we just
need to prove Y A p[b A (Y — puX . (VA ))/X] = Y A p[pX . (Y A p)/X], which then by

Lemma [4.5] becomes b ¢ A [ A (uX . (¥ A p))/X] = ¥ A p[uX . (¥ A p)/X], which then
follows by Lemma [4.8 QED.

We present a deduction theorem for H,,.

Theorem 4.2. Let I' be a theory that includes the definedness symbols and axioms, and @,
be two patterns. IfTU{} F ¢ and the proof (1) does not use (UNIVERSAL GENERALIZATION)
on free element variables in 1p; (2) does not use (KNASTER TARSKI), unless (KNASTER
TARSKI) set variable X does not occur under any u’s in ¢ and X & freeVar(y); (3) does not
use (SUBSTITUTION) on free set variables in v, then I' = || — .

Proof. Carry out induction on the length of the proof I' U {¢} F ¢. (Base Case) and
(Induction Case) for (MoDUS PONENS) and (UNIVERSAL GENERALIZATION) are proved
as in Theorem We only need to prove (Induction Case) for (KNASTER TARSKI) and
(SUBSTITUTION).

(Knaster-Tarski). Suppose ¢ = uX .91 — @3 We should prove that I' - [¢] —
(uX .p1 — @), ie,, I'F (Y] A uX .p1 — ¢o. Note that |¢] is a predicate pattern. By
Lemma [1.8| our goal becomes I' - pX . ([¢] A ¢1) = ¢2. By (KNASTER TARSKI), we
need to prove I' = (|¢| A p1)[p2/X] — ¢2. Note that X & freeVar(|1]), so the above
becomes I' = [ | A p1[pa/X] — @2, e, T'F [0] — v1]p2/X]| — 2, which is our induction
hypothesis.

(SUBSTITUTION). Trivial. Note that X ¢ freeVar(v). QED.
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4.3 REDUCTION TO MONADIC SECOND-ORDER LOGIC

It is shown in [2] that matching logic patterns can be translated into equivalent formulas
in pure predicate logic with equality (i.e., FOL that is extended with equality and has no
function symbols). The idea is to define for every pattern ¢ a corresponding formula written
PLy(¢p,r) where r is a fresh variable, with the intuition that r matches ¢ iff PLy(,r) holds.
In other words, we reduce the powerset semantics of patterns to the classical FOL semantics
by defining the membership relation. This way, a pattern ¢ is valid (i.e., is matched by every
element) iff PL(p) = Vr: PLy(¢,r) holds; here r is a variable that has the same sort as ¢.

Following a similar idea, we can define a reduction from matching p-logic to second-order
logic (SOL), or more precisely, to monadic SOL (abbreviated as MSO). For any matching
p-logic pattern ¢, we define a corresponding MSO formula MSOs(p,r) with a fresh variable
7, such that r matches ¢ iff MSO,(p,r) holds. Then, ¢ is valid iff MSO(p) = Vr. MSOy(p, 1)
holds.

The reduction from matching p-logic to MSO is given as follows. Given a matching
p-logic signature (S, %) and the two sets EV = {EV  }scs and SV = {SV }ses of element
and set variables, we define a MSO signature (SM50 CM50 TIMS0) by letting SM9C = G,
CMSO = () and M99 = {7,: 8y X -+ X 8, X 8 | 0 € By, 4,5} All element variables in EV
are included as MSO element variables. For every set variable X :s € SV, we add it as
a unary predicate variable over sort s. We define the translation from (S, X)-patterns to

(SMSO CMSO TIMS0)_formulas as follows:

MSO(p

MSO(T

MSOy(z,r
MSOy(o(p1,- .- ¢n),T c3r MSOy (@i, 1) AT (1, Ty T)

) =Vr. MSOx(¢,r) (4.18)
) (4.19)
) (4.20)
) (4.21)
MSOy(—p,r) = _‘MSOQ(QO, T) (4.22)
) (4.23)
r) (4.24)
) = (4.25)
r) (4.26)

{MSO() [y €T}

MSOy(p1 N o, 1) = MSOs(p1,7) A MSOs(ipa, )
MSOy(3z . o, Jz. MSOs(p, )
MSOy(X,r) = X(r)
MSOy(uX . o,r) =VX . (Vr'. MSOy(p, ") = X (1)) = X(r)

The case for MSO,(uX . ¢, r) follows Theorem [2.1] which states that the least fixpoint of a
monotone function is the intersection of all of its pre-fixpoints. The same translation can be
used to show that LEP can be defined in SOL. As said, MSO,(p,r) captures the intuition

77



that  matches ¢. The top translation MSO(y) captures the intuition that ¢ is valid iff it is

matched by all r. Therefore, we have the following theorem.
Theorem 4.3. For any T and ¢, ' E ¢ iff MSO(T') EsoL MSO(yp).

Proof. Tt suffices to show that there exists a bijection between (S,Y)-models M and
(SMSO COMSO TIMSO)_models M’ such that M F ¢ iff M’ Fsor MSO(p). The bijection is

defined as follows:
1. M. = M; for all s € S,

2. Torp ={(a1,...,a,,b0) | b€ oy(ay,... a,)}.

To show that M F ¢ iff M’ EsoL MSO(yp), it suffices to show a € ||, iff M, pla/r] EsoL
MSOs(p), which follows by structural induction on ¢. We only need to prove the cases for
MSOy(X) and MSOy(uX . ) because the other cases are the same as the translation from
matching logic to predicate logic in |2, Section 10].

(Case MSOy(X,r)). We have a € | X, iff a € p(X) iff M’, pla/r] FsoL X(r).

(Case MSOy(uX .p,7)). We have a € |puX . ¢y, iff @ € Up(A = |@|mpa/x)) iff
a € (A | |¢lmpa/x) © A} iff for every A, |¢|mpa/x) € A implies a € A. Note
that for any fixed A, |p|apa/x) € A iff for every a, a € ||apa/x) implies a € A, iff
(by the induction hypotheses) M’ pla/r, A/ X] EsoL Vr'. MSOy(p,r") — X(r'). There-
fore, we have that “for every A, |p|mpu/x) € A implies a € A” is equivalent to “for
every A, M’ pla/r,A/X] EsoL Vr'. MSOy(p,7") — X(1')”. The latter is equivalent to
M, pla/r] EsoL VX . (Vr'. MSOs(p,r") — X (1)) — X (7). QED.

As a closing remark, we point out that translating patterns to MSO introduces new
complexity to not only specifying properties but also reasoning about them. Such complexity
comes from the fact that during the translation new quantifiers are introduced, such as in
MSOy(o(p1,...,0),1) and MSOy(uX . @, ). Therefore, it is more difficult to reason about

the MSO translations than to directly reason about matching p-logic patterns using H,,.
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Chapter 5: EXPRESSIVE POWER

In this chapter we study the expressive power of matching p-logic. We will consider various
logics, calculi, and foundations of computation and show how to define them in matching

pu-logic as theories.

5.1 DEFINING RECURSIVE SYMBOLS

We know that in matching p-logic, we can use X . ¢ to specify a recursive set that satisfies
the equation X = ¢, where the interesting case is when X has free occurrences in . For
example, uX . 3V plus(X, X) specifies the set of all nonzero multiples of 3, which is the
smallest set that includes 3 and is closed under plus. Intuitively, uX . 3V plus(X, X) defines

a constant symbol m3 € X ot by the following recursive definition:
m3 € X Nat m3 =g, 3 V plus(m3, m3). (5.1)

Our goal is to generalize the above and define recursive symbols of any arities. For example,

we would like to define a unary symbol collatz € Enatnat Dy the following recursive definition:
collatz(n) =i1p n V (even(n) A collatz(n/2)) V (odd(n) A collatz(3n + 1)) (5.2)

Intuitively, collatz(n) captures the set of all numbers in the Collatz sequence starting from n,
where a Collatz sequence is obtained by repeating the following procedure: if the current
number is even then the next number is n/2; otherwise, the next number is 3n + 1. However,
the v operator in matching p-logic can only be applied to set variables, not symbols, so the

following attempt is syntactically wrong:
collatz(n) = po(n) .nV (even(n) Ao(n/2)) V (odd(n) A o(3n+ 1)) (5.3)

One possible solution is to extend matching p-logic with recursive symbols and allow g to
bind symbol variables, and not just set variables. We need to extend the syntax, semantics,
and proof system accordingly, similarly to how LFP extends FOL with predicate variables.
The other approach, which will be presented in this section, is to define recursive symbols using
axioms. After all, the proof rules (PRE-FIXPOINT) and (KNASTER TARSKI) in Figure
are a direct incarnation of the Knaster-Tarski fixpoint theorem (Theorem [2.1)). The latter

has been repeatedly demonstrated to serve as a solid if not the main foundation for recursion.
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Therefore, matching p-logic should be sufficient in practice for defining one’s desired approach
to recursion/induction/fixpoints as theories, just like how equality, membership, and functions
are defined as theories, as shown in Section [2.13.2]

Our definition of recursive symbols is based on the principle of currying-uncurrying [48, [49],
which is used in various settings (e.g., simply-typed lambda calculus [50]) as a means to reduce
the study of multiary functions to unary functions. The principle of currying-uncurrying gives
us a one-to-one correspondence between an n-ary symbol o € X, s with a set variable
0:51 R - ®8,®s. Here s1 ®---® s, ® s is a sort whose carrier set is axiomatically defined
to be the product of the carrier sets of sq,...,S,, s, i.e., My g.@s,0s = Mg, X -+ x M, x M.
Then, any recursive symbol from sy, ...,s, to s can be defined using the yp operator and the

set variable 0:51 ® - - ® s, ® s.

Definition 5.1. For sets M, , ..., M, , M, the principle of currying-uncurrying means the

following isomorphism:

P(M,, X -+ x My, x M) === [M,, X --- x M,, — P(M,)] (5.4)
uncurry
given by
curry(a)(ay, ..., a,) ={b € M| (ay,...,an,b) € a} (5.5)
uncurry(f) = {(a1,...,a,,b) | b€ flay,...,a,)}. (5.6)

forall « € My, x -+« X My X M, a; € M,, 1 <i<mn,and f: My, x---x M, — P(Ms).

To use the principle of currying-uncurrying in matching p-logic, we first need to define

product sets as theories.

Definition 5.2. For sorts sq,...,s,, we define the product sort s; ® --- ® s,, with a symbol

set MProduct and an axiom set I'P9Ut where

sproduet _ {( ) e s YU fproj, € SIS, [1<i<n)  (57)

81..-8n,51Q&Sn

and I'Peduet includes the following axioms:

(FUNCTION) (o, )isIX X8, >8R -RS, (5.8)
(FUNCTION) proj;: $1 ® -+ ® S, — S; with1 <i<n (5.9)
(INJECTIVITY) (1, mp) = (Y1, ooy Un) =T1 = A ATy = Yy, (5.10)
(PROJECTION) proj;((x1, ..., on)) = x; with 1 <i<n (5.11)
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(ProbpucT) dry .. 3w, (X0, T) (5.12)

Proposition 5.1. For M = [Pt there is an isomorphism M, .. .cs X e X My, .

n 1

= M,
J
Proof. For a; € M., 1 < i < n, we define (ay,...,a,)n by

(ar, .. adad = (oo Narlar, ... an) (5.13)

where ((_,..., )m: Mg, x---x Mg, — P(Mg,..0s,) is the interpretation of (_,..., ) in
M. This is well-defined because of (FUNCTION), which states that ( ,..., ) is a function
and returns thus only singleton sets. Let j: M, x---x My, — My, g..0s, be a function defined
by j(ay,...,a,) = {ai,...,an)p for all a; € M, 1 < i <n. Then j is surjective because of
(ProDUCT). Furthermore, j is injective because of (INJECTIVITY). Therefore, j is bijective
and has an inverse i, given by i({(ay,...,a,)n) = (a1,...,a,), for all a; € M, , 1 < i <n.

Thanks to this isomorphism, we feel free to write (ay,...,a,)n just as (ai,...,a,). QED.

To define recursive symbols, we often consider the product sort sy ® --- ® s,, ® s, where

S1,...,8, are the argument sorts and s is the return sort. It is often convenient to add a
new application symbol (..., )€ Z?;’g;f%sn 95) 8.5 alld include the following axioms

in Fproduct .

(FUNCTION) (e, )i (51 ® R85, ®8) X S X X Sy =S (5.14)

(APPLICATION) p(x1, ... x,) =y yAlxy, ..., x0,y) €Ep (5.15)
Intuitively, (APPLICATION) states that p(z1,...,z,) includes all y’s such that (z1,...,2,,y)
matches p. By tacitly using the same syntax (..., ) for the application symbol given
above and the application operator in the matching u-logic syntax, we blur their distinction.
In particular, if 0 : 51 ® --- ® s, ® s is a set variable and ¢, ..., y, have sorts si,...,s,,
respectively, then o (g1, ..., @,) is a well-formed pattern of sort s.

Now we are ready to define recursive symbols as recursive sets, which are definable using

the p operator.

Definition 5.3. For a symbol o € X, 4 ,, we write o(z1,...,2,) =15 ¢ to mean the

following axiom:
o(x1,. @) = (o851 @+ ®8, ®8.3wy ... 3w, (T1, ..., Tn,0))(T1,...,2,)  (5.16)
where the symbol o € X, . s in ¢ is tacitly regarded as the set variable 0:5;, ®--- ® s, ® s,
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which is then bound by p. We call o € Xy, , s a recursive symbol and o(z1,...,%,) =igp ¢

its recursive definition.

Recursive symbols can be used to define various inductive data structures and relations.
For example, in Sections [5.2) and [5.3 we show how to define LFP formulas and SL recursive
symbols using matching pu-logic recursive symbols. As for formal reasoning, Definition [5.3
is not the most convenient because it involves a lot of detail related to the construction
of the product sort. To reason about recursive symbols more easily, we generalize the
(PRE-FIXPOINT) and (KNASTER TARSKI) proof rules and prove that they are derivable in
matching p-logic, so we can reason about recursive symbols in the same way as the basic

least fixpoints uX . ¢.

Theorem 5.1. Let I" be a theory with a recursive symbol o € Xy, s, s defined by

o(T1,. .., Tn) =1tp © (5.17)

For any 1 such that

T'FE(3z...3zp. 21 €00 A - ANz €0 A[21 /21,0, 20/ T0])
= Ylp1/T1, . o) Tn) (5.18)
for all @1, ..., pn, the following hold:
1. (PRE-FIXPOINT): ['F ¢ — o(x1,...,2,);

2. (KNASTER TARSKI): I'Fyp[¢/o] = implies T o(24,...,2,) =, where p[/o] is the
result of substituting all sub-patterns of the form o (@1, ..., ¢n) in @ forlpi/x1, ..., on/Ts].

Proof. See Section [5.15.1 QED.

5.2 DEFINING FOL WITH LEAST FIXPOINTS

Recall that FOL with least fixpoint (abbreviated LFP) extends FOL with predicate

77777

LFP formulas ¢ == (syntax of FOL formulas) (5.19)
| P(ty,,... 1. with Pe PV, (5.20)
LTS -) [ with P € PV, . (5.21)
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We can define LFP in matching p-logic by extending the theory I'O' for FOL in Definition
with the definitions and notation for recursive symbols in Section [5.1] Furthermore, we add
every predicate variable P € PV, . as a set variable P: 51 ® - -+ ® s, ® Formula and define

the following notation:

[lpr,CEllsl...,l’n sngo] (t317 cee 7t5n) (522>
=WuP:51® - ®s, ®Formula.3x;:s1 ... 32,08, (T, .., 0, 0)) (tsy, - - ts,)  (5.23)

Let us use I'*FP to denote resulting theory. Note that I'*FP only extends 'Ot with the generic

definitions for recursive symbols and does not include any LFP-specific axioms.
Theorem 5.2. For any LFP formula ¢, Eiep ¢ iff THP E o.

Proof. See Section [5.15.2] QED.

5.3 DEFINING SEPARATION LOGIC WITH RECURSIVE SYMBOLS

Separation logic (abbreviated SL) recursive symbols are a special instance of matching
p-logic recursive symbols. More precisely, SL recursive symbols are matching p-logic recursive
symbols whose return sort is Map—the sort of maps—defined in Definition [2.52| For example,

the following recursive definition of singly-linked lists

list(x) =1gp (z = nil) Aemp V Jy. (x # nil) A x — y * list(y) (5.24)

is a verbatim definition of a matching u-logic recursive symbol list € Em:tpMap, without any

translation or encoding, thanks to the notation in Section [5.1]
Theorem 5.3. Let MM be the standard map model in Definition [2.54  For every SL

recursive symbol P defined by P(xy,...,x,) =1gp ¥, we add P € Z'\NA:tp...Nat,Map as a matching
p-logic recursive symbol defined by the same equation P(xq,...,x,) =ip . Let us still use

IOt to denote the extended theory. Then for any SL formula ¢ with recursive symbols,
FsoL ¢ iff T F .

Proof. See Section [5.15.3] QED.

5.4 DEFINING EQUATIONAL SPECIFICATIONS

Given that we can define equality and functions in matching logic even without the fixpoint
extension (see Section [2.13.2)), it is not surprising that we can define equational specifications
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as theories. Therefore, the point of this section is to formally state and prove an expected
result, and more importantly, to prepare for the definitions of term algebras and initial
algebras in Section [5.5.2]
Given an equational specification (S, F, E), we extend the theory I'™°' for FOL in Defini-
tion with the following notation:
VYV .ty =t = Vaoiisi...Vo,:s,.ty="2m"¢ (5.25)

S

where V' = {x1:81,...,2,:8,}. Then, all (S, F)-terms are patterns of the corresponding
sorts and all (S, F)-equations are patterns of sort Formula. Let ['EdaSPec = TFOL ( B be the

resulting theory for the equational specification (S, F, F).

Theorem 5.4. Under the above notation, for any equation e, the following are equivalent:
(1) TEaSPec |- ¢ (2) TEASPeC £ ¢ (3) B Feq e; (4) E Feq e.

Proof. We prove that (1) = (2) = (3) = (4) = (1). Note that (1) = (2) is the
soundness of equational reasoning; (3) = (4) is the completeness of equational deduction;
and (4) = (1) holds because matching p-logic supports equational reasoning. Thus, we
only need to prove (2) = (3).

We show that for any (S, F, E')-algebra A, there exists a corresponding matching p-logic
model M such that for any equation e, A Fgq e iff M F e. We define the model M as follows:

1. the carrier set My = A, for all s € S, and Mgomua = {*}, where x is a distinguished

dummy element;
2. fulay,...,an) ={falay,...,a,)} for all a; € M;,; 1 <i <m;
3. [a]¥ = My for all a € M, and s,s' € S.

Note that the above is the same model for FOL, which is known to yield the same semantics

as FOL for terms [2]. Furthermore, equality has the intended semantics in matching u-logic

(Section [2.13.2)). Therefore, A Fgq e iff E E e, and we proved Theorem |5.4 QED.

5.5 DEFINING INITIAL ALGEBRA SEMANTICS

We start by defining term algebras in Section [5.5.1] and then proceed to defining initial
algebras in Section [5.5.2l We discuss induction principles in Section and show that

induction principles can be derived as matching p-logic theorems in Section [5.5.3]
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5.5.1 Defining term algebras

Term algebras are a special case of initial algebras when there are no equations to restrict
the behaviors of the operations. Theorem gives an equivalent characterization of initiality
in terms of the no-junk and no-confusion properties. We will define term algebras in matching
p-logic by defining the no-junk and no-confusion properties.

Let us first consider the no-confusion property. When there are no underlying equations,

the no-confusion property takes the following simpler form:

Lemma 5.1. Let (S, F,0) be an equational specification with no equations. An F-algebra A
satisfies no-confusion iff (1) Ay is injective for all f € F, and (2) image(As) Nimage(As) =0
forall f # f'.

We can translate Lemma [5.1] into the following (NO CONFUSION) axioms:

(No CONFUSION I)  f(xy,...,2n) = f(2},...,2)) 2 x1 =i AN ANz, =2, (5.26)

n

(No CoNruUSION II)  f(xy,...,xn) #9(y1, - ym) if fF#g (5.27)

Next, let us consider the no-junk property. An algebra satisfies no-junk iff its carrier sets
are the smallest sets closed under the operations in the signature, so we can define no-junk

using the p operator. Let us look at some examples.

Example 5.1. Consider (S, F') where S = {Nat} and F' = {zero € F_ yat,sucC € FatNat}-

We can define the carrier set of Nat as follows:
Tat = pD . zero V succ(D) (5.28)

Intuitively, the axiom states that Tpya: is the smallest set D that includes zero and is closed

under succ. This way, we precisely capture the set of natural numbers.

In the literature, the definition in Example is known as single recursion or direct
recursion. Generally speaking, a many-sorted signature (S, F') may include many sorts and
operations, which often causes mutual recursion. We will convert mutual recursion to single

recursion.

Example 5.2. Let S = {s1,s2} and F' = {a1 € F. 4,02 € Fe ), f € Fy5050,9 € Fs, 5551 }-
Conceptually, we would like to use the p operator to define the mutual recursion over T,

and T, as follows:

<T81>T82> = M<D17D2> . <a1 \/g(DhDZ)va? \ f(D17D2)> (529)
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However, in matching p-logic, 1 can only bind a set variable, and not a structure such as
(D1, Dy). To correct the definition, we replace (Dy, Do) by a set variable D over the pair sort
s1 ® so and use the projection operation proj in Definition to restore Dy and Dsy. The

corrected definition is
<T51, T52> = /ubD <CL1 V g(Dl, Dz), a9 V f(Dl, D2)> (530>

where Dy = proj, (D), Dy = proj,(D), and (T, Ts,) = P is a notation for two axioms:
Ts, = proj,(®) and T, = proj,(P®). Mutual recursion over s; and s, is thus reduced to single
recursion over s; ® so. In general, mutual recursion over sy, ..., s, can be reduced to single

recursion over s; ® - -+ ® S,.

Definition 5.4. Let (S, F)) be a many-sorted signature where F, s # ) for any s € S. We
define

(No JUNK)  (Tq,...,To)=pD.( \/  fDu,.... \/ fD.) (531)

fEFy 51 ,wES* fEF sy, ,wES*

(. 4

~-
denoted by F (D)

where D is a set variable of sort sy ® -+ ® s, and (Tg,,..., T, ) = F(D) is a notation for n
axioms: T, = proj,(F (D)) for 1 <i <mn.

Term algebras can then be precisely axiomatized by the (NO CONFUSION) and (NO JUNK)
axioms.

It is known that term algebras have a complete FOL axiomatization, such that for any
FOL sentence ¢, either ¢ or = can be proved [51), 52]. Together with the completeness of
FOL, we know that it is decidable to determine whether a given FOL sentence holds in a
term algebra. The complete FOL axiomatization of term algebras is a beautiful result but
understandably weaker than our result. Firstly, the FOL axiomatization does not precisely
capture term algebras, but only up to elementary equivalence. In other words, there exist
(nonstandard) models of the FOL axiomatization that are not term algebras, but merely
satisfy the same FOL sentences as term algebras. Indeed, the FOL axiomatization allows
arbitrarily large models due to the Lowenheim-Skolem theorem [53], while term algebras
must be countable. In addition, the FOL axiomatization is not extensible. For example,
one cannot take the complete axiomatization of zero and succ and extend it with plus, mult,
and their Peano (equational) axioms, and hope to get a complete FOL axiomatization of
natural numbers with addition and multiplication—the completeness is lost in the extension.

In contrast, our matching p-logic axiomatization of term algebras using (NO JUNK) and (NO
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CONFUSION) precisely captures term algebras. We can extend it with equations to further
define initial algebras, which will be discussed in Section

5.5.2  Defining initial algebras

Let (S, F, E) be an equational specification. Recall that ~p is the smallest relation that
includes the identity relation and all the equations in E, and is closed under converse,
composition, and congruence w.r.t. all the operations in F' (Proposition . Thus, we can
define ~p using the p operator.

Specifically, for every s € S, we introduce a constant symbol Eq, € ¥, ;o5 or simply Eq,

and add the following axioms:

01 C e =Va1.21 € o1 — Jrg. 29 € o (11, 22) € Eq (5.32)
P1=pa =901 S P2 N2 G 1 (5.33)
R~ = converseRel R (5.34)

R, o Ry = composeRel R, R, ( )
(5.36)

(IDENTITY) idRel = \/ Jr:s.(z,x) 5.36
seS
(CONVERSE) R™'=3z.3y.(y,2) A ((x,9) € R) (5.37)
(COMPOSITION) RioRy=3x.3y.3z.(x,2) AN({x,y) € Ry N (y,2) € Ry) (5.38)
(CONGRUENCE) congRel R = \/ ATy, Y1081 ... I, Yn t Sp - (5.39)
fEFsl.”sn,s
(flxrmn) f -y A N\ (@iw) € R (5.40)
1<i<n
(EQUIVALENCE) Eq = puR.idRel V R™*V (Ro R) V (congRel R) V \/ V. (¢, )
(VV .t=t')eE
(5.41)

Here, idRel is the identity relation; R~! is the converse relation of R; R; o Ry is composition of
R, and R,; and congRel R is the relation obtained by propagating R through all operations
in F. The axiom (EQUIVALENCE) states that Eq is the smallest relation that includes idRel
and all equations in F, and is closed under converse, composition, and congruence. We write
©1 C o to mean that ¢, is contained in o modulo Eq, and ¢; >~ ¢2 to mean that ¢; and
9 are equal modulo Eq. This way, initial E-algebras are precisely captured by the above
axioms. Note that we distinguish two different equalities: one is the pure syntactic equality

(written ¢ = t’) and the other is ~g-equivalence (written ¢ ~¢'). The latter corresponds to
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the equality in the quotient term algebra T/ p.

5.5.3 Deriving induction principles as matching p-logic theorems

Initial algebra reasoning is a synonym for induction. Various inductive techniques in
formal program verification flourished in the 1960s [54} 55] 56, 57, 58], 59] 60]. Later, it was
discovered that initiality, or more precisely, the no-junk property is what powers induction
and the induction-based proof techniques in initial algebras [24, Proposition 16]. If an algebra
A satisfies no-junk, all elements of A can be represented by some terms, and thus the (unique)
morphism fa: Tr/g — A is surjective. Inductive principles on Tr/g are then mapped to A
through f4, whose surjectivity guarantees that all elements in A are covered in the inductive
reasoning. Various induction principles have been adopted as proof-theoretical alternatives
to initiality (see, e.g., |24, Section 4.4]) and have led to practical tools [43].

In Section , we define the no-junk property using (NO JUNK). Matching p-logic also
has one proof rule—(KNASTER TARSKI)—which is dedicated to fixpoint reasoning. In what
follows, we show that inductive reasoning can be obtained by combining (NO JUNK) and
(KNASTER TARSKI). That is to say, induction is a special case of matching p-logic reasoning

in the theory of initial algebras:

Induction | = | (NO-JUNK) [+ | (KNASTER TARSKI) (5.42)

Let us consider natural numbers built from zero and succ. We have two Peano axioms:
ENat = [¥x : Nat . plus(z, zero) ~ = and Vz,y : Nat . plus(z, succ(y)) =~ succ(plus(z,y))}. Let us
prove the following property:

Vy : Nat . plus(zero,y) ~y (5.43)

Note that does not hold in an arbitrary algebra that satisfies the Peano axioms.
Consider, for example, an algebra with only two elements {0, x}, where zero is interpreted as
0, succ is interpreted as the identity function on {0, x}, and plus is interpreted as the binary
function that returns its first argument. In this algebra, both axioms hold, but not .

Property holds if we consider the initial algebra of EN*. However, by default,
initial algebra semantics does not distinguish constructors and defined functions. Instead,
it treats them equally as operations. It results in unnecessarily tedious inductive proofs,
because induction cases are created for all operators, even for defined functions (see, e.g., [61]

Section 2.4|). For example, when we prove ([5.43) and apply inductive reasoning on y, we
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have three cases rather than two, where the extra one is for plus. This is not expected. To
carry out the usual inductive reasoning with only cases for zero and succ, we need to prove
that plus is a defined function, i.e., it does not effectively create new (ground) terms (Step 1).
After that, we apply structural induction on ((5.43|) w.r.t. zero and succ only (Step 2), and
prove all the sub-goals (Step 3).

In many initial algebra semantics papers [62], (63, [64], 65, 66, [67] and tools [43], Step 1 is
proved by noting that the two Peano equations, when oriented from left to right, become
rewrite rules that reduce the size of the sub-terms whose top-level operation is plus. Any
ground term that contains plus can be rewritten to a canonical term without plus. Therefore,
plus is a defined function. This technique, called sufficient completeness, goes back to [6§]
and is further developed and implemented in the above-mentioned works.

In practice, inductive equational theorem provers allow users to explicitly declare construc-
tors and defined functions, following one (or both) of the following aesthetically different but

ultimately equivalent approaches:

1. To declare a sub-signature of constructors (supported by Maude [43] and proof assistants
such as Coq [11]).

2. To define a sub-specification of constructors and import it in a “protected” mode

(supported by OBJ [69], CafeOBJ [70], and Maude [43]).

Either way, initiality is defined only for constructors. Defined functions must be proved
well-defined. Both approaches are extensions to the vanilla equational specifications in
Section (1) adds constructor signatures and (2) adds a module system. What is not an
extension is the following axiomatic matching p-logic approach, where the statement “plus is

a defined function” is expressed and derived within matching p-logic: [

Theorem 5.5. - (uD . zero V succ(D) V plus(D, D)) ~ (uD . zero V succ(D))

. i

TV
equals to Ty,t by axiom (No JUNK)

That is, the smallest set generated by {zero,succ,plus} equals to the one generated by
{zero, succ}, modulo EN**. Theorem , which accomplishes Step 1, is a theorem that is
formally derivable using the existing proof system, requiring no reasoning outside the logic,
which is in sharp contrast to the classical initial algebra semantics approaches and tools.
An advantage of specifying defined functions by theorems (such as Theorem |5.5|) is that

we can reason about abstract datatypes (ADTs) using different but equivalent constructor

2A similar result holds for the general case, when E includes equations for constructors and E' O E
further includes those for defined functions. The well-definedness of the defined functions can be proved by
showing that F-equality is preserved, i.e., ~p equals to ~p/, where ~p and ~p, are least fixpoint patterns
as the right- and left-hand sides of Theorem [5.5
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sets. For example, lists can be defined using nil and cons, or using nil, one-element lists, and
concatenation. Such flexibility is not possible in frameworks that enforce explicit specification
of the constructors for each ADT.

After Step 1, we carry out Step 2, which is to apply structural induction on y in . It

generates two sub-goals:

plus(zero, zero) =~ zero (5.44)

Vz: Nat. plus(zero, z) ~ z — plus(zero, succ(z)) ~ succ(z) (5.45)

where (5.44)) is the base case and (5.45)) is the induction case. In matching u-logic, the above
inductive proof is carried out, within the logic, using (KNASTER TARSKI). Specifically, let

U = Jy:Nat.y A (plus(zero, y) ~ y) (5.46)

be the pattern that is matched by all y that satisfy (5.43). Then,

F Vy : Nat. plus(zero,y) ~y iff
F Tnat — U iff
F (D . zero V succ(D)) — ¥ if // by (KNASTER TARSKI) (5.47)
+ zero — ¥ and F succ(¥) — ¥ iff

k- plus(zero, zero) ~ zero and

F Vy : Nat. plus(zero, y) ~y — plus(zero, succ(y)) ~ succ(y)

Finally, we carry out Step 3 and prove ((5.44)) and (5.45)) by equational reasoning, which is
a special instance of matching logic reasoning. Therefore, we formally derived (5.43)) as a

matching p-logic theorem using the proof system.

Theorem 5.6. Under the above notation, for any pattern ¥ of sort Nat,

zero —» U succ(¥) — ¥
Thae = ¥ (5.48)

Proof. Use (KNASTER TARSKI) and the definition of Tyat. QED.

Theorem is the logical incarnation of Peano induction in matching pu-logic, where W is
any property that we want to (inductively) prove for natural numbers. The first premise,
F zero — W, states that zero satisfies property W. The second premise states that the

following induction case holds:
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Lemma 5.2. Under the above notation, F succ(¥) — W iff - Va:Nat. (x € ¥ — succ(zx) €
U). Note that the right-hand side is exactly the induction case of Peano induction.

Intuitively, the right-hand side states that ¥ is closed under succ; that is, if we start with
any x that satisfies ¥ and apply succ to it, succ(z) still satisfies W. Hence, if we apply succ
to W, which, by definition, is matched by all the numbers that satisfy W, the result succ(W¥)
is still included by W. And that is exactly the left-hand side.

It is not a coincidence that the proof rule (KNASTER TARSKI) has such a close connection
to induction principles. In our view, induction principles are instances of the Knaster-Tarski
fixpoint theorem (Theorem of which (KNASTER TARSKI) is a logical encoding. It is
particularly interesting to see that such a connection can be so elegantly expressed within

matching p-logic as formal proofs, by the following theorem.
Theorem 5.7. Under the notation in Section for any pattern U of sort s; ® - -+ ® sy,

FU - WU
(Topyeney Ts) =W (5.49)

which is an abbreviation for the following:

\/ f\IIw_>\Ijsl \/ fqlw%qjsn

fer,sl7w€S* fer,sn7w€S*

Tsl — \Ilsl and Tsz - \1182 and ... and Ts” - \IIS”

where W, = proj, (V) is the i-th projection of ¥ and f WV, = (f Wy, --- Uy ) forw =s)...5

Proof. Use (KNASTER TARSKI) and (NO JUNK). QED.
To conclude, initial algebras can be precisely captured by matching u-logic by defining
the no-junk and no-confusion properties. Inductive reasoning is a special case of matching

u-logic reasoning in the theory of initial algebras, and induction principles can be derived as

matching p-logic theorems using the proof system.

5.6 DEFINING SECOND-ORDER LOGIC

To define second-order logic (SOL), we need to define powersets. More specifically, for sorts
S1,...,5, we define a new sort 251%®sn called the power sort of s1, ..., s,, with the intuition
that Mys@esn = P(Ms, X -+ x Ms, ), which is the set of relations over My, ..., M, . That
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is to say, every element of sort 251®®n ig a relation over s; X - -+ X s,,. Then, we can reduce
second-order quantification over s; x --- X s, to first-order quantification over 251®®sn
We first show the definition of powersets in Section [5.6.1, Then we show the definition of
monadic SOL in Section where we reduce (monadic) second-order quantification over
one sort s to first-order quantification over 2°. Finally, we consider full SOL in Section

5.6.1 Defining powersets

Matching p-logic has set variables that range over the subsets of the underlying carrier
set(s). Recall that M E ¢ iff ||ar, = M for all p. This means that if an axiom ¢ has free
set variables, then they are, semantically speaking, universally quantified. This way, we can
write matching p-logic axioms that have the same expressive power as monadic SOL, where
all predicate variables are universally quantified at the top. We can use this feature to define

powersets.

Definition 5.5. Let s be a sort. We define a new sort 2° called the power sort of s and
a symbol extension € Y- ; called the extension symbol. We use a, 3, ... to denote element

variables of 2°. We define the following axioms:

(POWERSET) dar:2%. extension(a) = X :s (5.50)

(EXTENSIONALITY) Va:2°.VY[3:2°. extension(a) = extension() — a = (5.51)

Note that X :s is a free set variable in (POWERSET).

To understand Definition [5.5] let us consider an arbitrary model M where M, and Mys are
the carrier sets of s and 2%, respectively, and extension,;: Mys — P(Mj) is the interpretation
of extension in M. The axiom (POWERSET) states that for any X C M; there exists there
exists a € Mys such that extensiony;(a) = X. In other words, extensiony, is surjective. On
the other hand, (EXTENSIONALITY) states that extension,, is injective. Therefore, extension,

is a bijection from Mas to P(Mj). Its reverse, called intension, is given by
intension(p,) = Ja:2° . a A (extension(a) = py) (5.52)

Note that intension(yp) is a singleton pattern, i.e., it is matched by exactly one element. This
is guaranteed by (EXTENSIONALITY).
Note the difference between o and extension(«). The former is an element variable of sort

2% and is matched by one element in Mss, which, according to the bijection above, represents

92



a set of elements in M. The latter is a pattern of sort s, which also represents a set of
elements in M, that match it. The difference is that « is regarded as an element while
extension(«) is regarded as a set. The term “extension” has a similar meaning in logic and
philosophy; an extension of a concept consists of the things to which it applies. Here, we see
« as a concept and extension(«) as its extension.

The above definition of powersets is not possible in FOL, because by the Lowenheim-Skolem
theorem [53], if a FOL theory has infinite models, then it has a countable model. However,
using powersets, we can enforce uncountable models by first enforcing an infinite model and
considering its powerset. For example, we can define a sort Nat with two functions zero and
succ, and define their injectivity axioms zero # succ(z) and succ(x) = succ(y) — x = y. These
axioms enforce infinite models because the following infinitely-many terms zero, succ(zero),
succ(succ(zero)), etc., must be different. If powersets could been completely axiomatized
in FOL, then we could define the power sort 2N?t, whose carrier set must be uncountable,
contradicting the Lowenheim-Skolem theorem. The reason why powersets can be precisely
defined in matching u-logic is because matching p-logic has set variables, and by writing
axioms with free set variables, we obtain the expressive power of (monadic) universal second-

order quantification.

5.6.2 Defining monadic SOL

Monadic SOL, abbreviated as MSO, is the instance of SOL with only unary/monadic
predicate variables. Let us fix a MSO signature (S, C,II) where S is a set of sorts, C' is
an S-indexed set of constant symbols, and II is an S*-indexed set of predicate symbols.
Let EV = {EV}ss be an S-indexed set of element variables and PV = { PV }ss be an
S-indexed set of unary predicate variables.

We define the corresponding matching p-logic signature (SMSC, ¥MS0) and theory I'MS©
for MSO. Let

SMSO — gu{2° | s € S} U {Formula} (5.53)
ZMSO _ Zpowersort UCUTI (554>
FMSO — [powersort | Ffunction(C’) U Fpredicate(H) (555)

That is, SMS© includes all the sorts in S and their corresponding power sorts, plus a
distinguished sort Formula for MSO formulas. The symbol set 50 includes the necessary
symbols for power sorts and all the constant and predicate symbols of MSO. The theory

'S0 includes the necessary axioms for power sorts, the function axioms for the constant
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symbols in C', and the predicate axioms for the predicate symbols in II.

Next, we show that MSO formulas are patterns of sort Formula. We include all unary
predicate variables in PV as matching p-logic element variables of the corresponding power
sorts. More specifically, for every R € PV, we add R:2° or simply R as a matching p-logic

element variable of sort 2°. Then, we define the following notations:

R(t,) = t, €7°™ 2 extension(R) with R € PV and t; is a term (5.56)
IR.p=3R:2°. with R € PV, (5.57)

Under the above notation, all MSO formulas are patterns of sort Formula.
Theorem 5.8. For any MSO formula ¢, FsoL ¢ iff TV F .

Proof. Note that there is a one-to-one correspondence between the SOL models and the
matching p-logic TMSO-models. For any SOL model M = ({M,}ses, {car}ecc, {mar fren), We
define the corresponding matching u-logic model M’ = ({ M.} cqmso, {oar }oesmso) where

1. M. = M; for s € S;
2. M}, = P(Ms);

3. MI/:ormuIa = {*};
4. cpp = {eum} for c € C

5. myr(asy, ... as,) = {x} iff mp(ag,, ..., as,) holds, for 7 € I, and as, € M, for
1< <n.

6. extensiony;(As) = A for Ay C M.

Note that (2) and (6) are enforced by the axioms for power sorts. By structural induction,
we can show that M,p Fsou ¢ iff oy, = {x}, for any MSO formula ¢. Note that
the FOL cases have been considered in Section [2.13.2] so here we only need to consider
two cases: ¢ has the form R(t;) or AR. ;. If ¢ has the form R(ts), M, p FsoL R(ts) iff
p(R)(p(ts)) holds, iff |ts|rr, € p(R), iff |t5 € extension(R)|yr, = {*} by the semantics of €,
iff |R(ts)|mr,p, = {*}. If ¢ has the form 3R.p, M, p Esor IR . ¢y iff there exists ar C M,
such that M, plag/R] EsoL ¢1, iff there exists ag € My, such that 1] pjar/r = {*} by the
induction hypothesis, iff |3R. 1|, = {*}. Since M and p are arbitrarily chosen, FsoL ¢ iff
I'MSO = o for any MSO formula . QED.
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5.6.3 Defining full SOL

We extend Theorem to full SOL, by allowing predicate variables of any arities. The
idea is similar. For any predicate variable R of sort s; x --- X s,,, we add it as an element
variable of sort 251%9®  Then, second-order quantification over R of sort s; X --- X s,
becomes first-order quantification over (element variable) R of the power sort 251®®sn Thig
is because for any matching p-logic model M, Mys, -5, is isomorphic to P(M, X -+ - x M, ),
which is exactly the set of relations over M, , ..., M, .

Let us fix a SOL signature (5, C,II). Let EV = {EV}cs be an S-indexed set of element
variables and PV = {PV  }sc5 be an ST-indexed set of predicate variables. The corresponding
matching p-logic signature (S50, £50L) and theory I'SOt for SOL are defined as follows:

GOOL — S {28 ®sn | g s, € S,n > 1} U {Formula} (5.58)
ESOL — Epowersort UC UTI (559)
FSOL _ Fpowersort U Ffunction(C) U Fpredicate(H) (560)

Furthermore, for every R € PV, , , we add it as a matching p-logic element variable

R:2519®sn or simply R, and define the following notation:

R(ts, . ts,) = {tsyy- - ts,) ESF;%"_’_L,‘;% extension(R) (5.61)
AR . = AR:2997® o (5.62)

Then all SOL formulas are patterns of sort Formula.
Theorem 5.9. For any SOL formula ¢, FsoL ¢ iff IO F .

Proof. The proof is similar to Theorem [5.8 We show that M, p Esor ¢ iff [p|ar, = {},
where M’ is the corresponding matching p-logic model of a given SOL model M. The proof is
also by structural induction on ¢, and we only need need to consider one more case, which is
when ¢ has the form R(ts,,...,ts,) for R € PV, .. In this case, M, p EsoL R(ts,,...,ts,)
iff p(R)(p(ts,), - -, p(ts,)) holds, iff [(ts,, ... . ts. )| p € |Rlnrps M [R(tsy, - ts,) |, = {*}-
All the other cases are the same as Theorem [5.8 QED.

5.7 DEFINING TRANSITION SYSTEMS

We show how to define transition systems in matching p-logic. Let L be a label set. An

L-labeled transition system is a tuple T = (S, {—=}4cr), where —— C S x S is a binary
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transition relation for every a € L. Let us define the corresponding matching pu-logic signature

(STS %T5) for L-labeled transition systems as follows:

ST> = {State} (5.63)
ETS = {.a € E—Sl—tsateﬁtate | a € L} (564)

Here, e, is a unary symbol, called (one-path) next, which captures the transition relation
~%5, with the intuition that s € e,(s') iff s - s’ for 5,5 € S. When a is not important
or we only consider unlabeled transition systems, we drop the subscript and simply write
o, € Y T5State, State. In other words, there is a one-to-one correspondence between L-labeled
transition systems and (ST5, XT5)-models, given as follows. For every T = (S, {—"5}acL), we

can define a corresponding (ST, XT%)-model M with Mg = S and M(i»(s’) ={se S|

s — &'} for s € S.
It may be a little counterintuitive that the “one-path next” symbol e, returns all the
predecessors of a given state. This is because the “next” semantics happens on patterns, not

on states. Let us look at the following state transitions:

a / a "

s — ¢ — ¢ ... /] states
N

Suppose s” satisfies, or matches ¢. Then it is natural that s, which is a predecessor of s”,
matches e,p, because ¢ holds in one of the next states of s'. Similarly, s matches e, 0,0
because ¢ holds in one of the next, next states. Because we want e,p to mean that “¢ holds

next”, the interpretation function M ( must take us backward in terms of state transitions.

=)
The dual of e,p is o,p, called all-path next, defined by o, = —e,—p. Other derived

operators are as follows:

“eventually” o, o = puX . pV e, X
“always” L, =vX . o Ao, X
“until” 1 Uy o2 = pX . 02 V (01 A 0,X)
“well-founded” WF, = uX .0,X // no infinite paths

Again, we feel free to drop the subscript @ when it is not important or we only consider

unlabeled transition systems.

Proposition 5.2. Let S be a set of states and — C S x S be a transition relation. Let M be
the corresponding (ST°,¥T5)-model, then
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. s € |ep|nm, iff there exists t € S such that s — t and t € ||, in particular,

s € |8T |, iff s is not a deadlock, i.e., s has a successor;

2. s € |op|a, iff for allt € S such that s —t, t € |@|m,p; in particular, s € |oL|n, iff s

18 a deadlock;
3. s €| oplm, iff there exists t € S such that s =*t, t € |¢|mp;
4. s € |0¢|a, iff for allt € S such that s =* t, t € |©|ap;

5. 5 € |1 U wa|m, iff there exists n >0 and ty,...,t, € S such that s =t — -+ = t,,
tn € |p2lrp, and s, t1, ... th1 € |01]01p;

6. s € [WF|a, iff s is well-founded, i.e., there is no infinite sequence ty,ts,--- € S with
S—=ty =ty — ...

where (—*) = U;=(—") is the reflexive transitive closure of —.

5.8 DEFINING MODAL pu-CALCULUS

Modal p-calculus is an instance of matching pu-logic when we fix the signature to be
(STS,%T5) in Section and let I'* = () be the empty theory. We add all atomic propositions
of modal p-calculus as set variables, then all modal p-calculus formulas are patterns of sort
State.

Theorem 5.10. The following properties are equivalent for all modal pi-calculus formulas
0: (1) EL0; (2) b (3)THE@; (4) THE @; (5) M E ¢ for all £7°-models M such that
MET*®; (6) T F, ¢ for all transition systems T'.

Proof. The proof is straightforward. (1) = (2) is by Theorem 2.6} (2) = (3) is because all
modal pi-calculus proof rules in Figure are derivable in matching u-logic (Proposition ;
(3) = (4) is by Theorem follows by the soundness of matching p-logic. (4) = (5)
is by definition; (5) == (6) is by proving that for any transition system 7', T',a Fp,, ¢ iff
a € |¢|a,p, where M is the corresponding ¥ TS-model; this is proved by applying structural
induction on ¢; Finally, (6) = (1) follows by definition. QED.

Therefore, modal p-calculus with multiple modalities can be regarded as an instance
of matching p-logic where the signature is ¥ and the theory I'* is empty. It is worth
mentioning that modal p-calculus considers only unary modal modalities and they are only

required to obey the usual (K) and (N) rules, while matching p-logic allows polyadic and even
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many-sorted symbols while still obeying the desired (K) and (N) rules (see Proposition [3.2),
allows arbitrary further constraining axioms in theories, and also allows quantification over
element variables and many-sorted universes. It thus suggests that matching p-logic may
offer a unifying playground to specify and reason about transition systems, by means of
Y T5_theories/models. We can define various temporal modalities and dynamic operations as
notation using the basic “one-path next” symbol @ € X7° and the i operator, without a need
to extend the logic. We can restrict the underlying transition systems using axioms, without
a need to modify or extend the proof system. In Sections 5.9 to [5.11], we show that by adding
proper axioms and introducing good notation, we can define various logics for specifying
and reasoning about dynamic behaviors of programs and computing systems, such as linear
temporal logic (LTL), computation tree logic (CTL), dynamic logic (DL), and reachability
logic (RL).

5.9 DEFINING TEMPORAL LOGICS

Since matching p-logic can define modal p-calculus, it is not surprising that it can also
define various temporal logics such as LTL and CTL as theories whose axioms constrain the
underlying transition relations. What is interesting, in our view, is that the resulting theories
are simple, intuitive, and faithfully capture both the semantics and formal proofs of these

temporal logics.

5.9.1 Defining infinite-trace LTL

We have seen the syntax and semantics of infinite-trace LTL in Section [2.9.1} Note that
the infinite-trace LTL syntax, namely the following

pui=peAP|oNp|p|op|pUgp (5.69)

has already been subsumed by matching p-logic. As for models, infinite-trace LTL requires
infinite traces, so the underlying transition relations are linear (i.e., s L sand s & s
implies s’ = s”) and infinite (i.e. deadlock-free: for every s there is s’ such that s Ly ). To

capture these two characteristics, we add two axioms:

(INF) oT (LIN) X — oX (5.70)
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and denote the resulting X T>-theory as I'"LT-. Note that by (SUBSTITUTION) in Figure
we can prove from axiom (LIN) that ep — op for all patterns . Intuitively, (INF) forces
all states s to have at least one successor, and thus all traces can be extended to an infinite
trace, and (LIN) forces all states s to have only a linear future.

Theorem shows that T'TL captures the semantics and formal proofs of infinite-trace
LTL.

Theorem 5.11. The following properties are equivalent for all infinite-trace LTL formulas
©: (1) Fintre @5 (2) EmairL @ (3) TPTE b : (4) DL E

Proof. See Section [5.15.5 QED.

Therefore, infinite-trace LTL can be regarded as a theory containing two axioms, (INF)

and (LIN), over the same signature XT° for transition systems.

5.9.2 Defining finite-trace LTL

We have seen the syntax and semantics of finite-trace LTL in Section [2.9.2] Note that the
finite-trace LTL syntax, namely the following

pri=p AP |oNp|-plop|eW g (5.71)
can be defined in matching p-logic by introducing the following notation for W:
“weak until” 01 W g =X .3V (p1 AoX). (5.72)

As for models, finite-trace LTL requires finite traces, so the underlying transition relations
are linear and finite (i.e., there is no infinite trace). To capture both characteristics we add

two axioms:
(FIN) WF = X .oX (LIN) X — oX (5.73)

and call the resulting X ">-theory T'firt™ Intuitively, (FIN) forces all states to be well-founded,

meaning that there is no infinite execution trace in the underlying transition systems.

Theorem 5.12. The following properties are equivalent for all finite-trace LTL formula ¢:
(1) it @5 (2) Fnutu @ (3) TTH = p () TR E .

Proof. See Section [5.15.6] QED.
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Therefore, finite-trace LTL can be regarded as a theory containing two axioms, (FIN) and

(LIN), over the same signature $7° for transition systems.

5.9.3 Defining CTL

We have seen the syntax and semantics of CTL in Section [2.9.3] Note that the CTL syntax,

namely the following
pi=pEAP | o Ny || AXe [EXp | oAU ¢ [ pEU ¢ (5.74)
can be subsumed in matching p-logic by introducing the following notations:

AXp = op 01 AU g = X o V (1 A oX) (5.75)
EXp = ep 01 EU o = uX. o V (o1 N 0X) (5.76)

As for models, CTL requires infinite computation trees, so let us add the axiom (INF) and
call the resulting X ">-theory I'“Tt.

Theorem 5.13. For all CTL formulas ¢, the following are equivalent: (1) Fer w; (2)
Fere i (3) TTH R @; (4) TCTHE o

Therefore, CTL can be regarded as a theory with one axiom, over the same signature 37°

for transition systems.

5.9.4 Discussion

It may be insightful to look at infinite-trace LTL, finite-trace LTL, CTL, as well as
modal p-calculus through the lenses of matching p-logic, as theories over a unary symbol
signature. Modal p-calculus is the empty theory and thus the least constrained one. CTL
comes immediately next with only one axiom, (INF), to enforce infinite computation traces;
Infinite-trace LTL further constrains with the linearity axiom (LIN). Finally, finite-trace LTL
replaces (INF) with (FIN). We believe that matching u-logic can serve as a convenient and
uniform framework to define and study temporal logics. For example, finite-trace CTL can
be trivially obtained as the theory containing only the axiom (FIN). LTL with both finite
and infinite traces is the theory containing only the axiom (LIN). And CTL with unrestricted

(finite or infinite branch) models is the empty theory (i.e., modal u-calculus).

100



5.10 DEFINING DYNAMIC LOGIC

We have seen the syntax of dynamic logic (DL) in Section [2.10] It is known that DL can
be embedded in the variant of modal p-calculus with multiple modalities (see, e.g., [71]). The
idea is to define a modality [a] for every atomic program a € APgm, and then to define the
four program constructs as least/greatest fixpoints. We can easily adopt the same approach
and associate an empty matching p-logic theory to DL, over a signature containing as many
unary symbols as atomic programs. However, matching p-logic allows us to propose a better
embedding, unrestricted by the limitations of modal p-calculus. Indeed, the embedding in [71]
suffers from at least two limitations that we can avoid with matching p-logic. First, sometimes
transitions are not just labeled with discrete programs, such as in hybrid systems [72] and
cyber-physical systems [73] where the labels are continuous values such as elapsing time. We
cannot introduce for every time t € R>¢ a modality [t], as only countably many modalities
are allowed. Instead, we may want to axiomatize the domains of such possibly continuous
values and treat them as any other data. Second, we may want to quantify over such values,
be they discrete or continuous, and we would not be able to do so (even in matching p-logic)
if they are encoded as modalities/symbols.

Let us instead define a signature for DL

ZDL = ({State? Pgm}7 EDL U {. S Zgém State,State}) (577)

€,Pgm

where the “one-path next e” is now a binary symbol taking an additional Pgm argument, and
for all atomic programs a € APgm we add a constant symbol a € E%}gm. Just like how all
Y TS-models are transition systems (Section , all XPt-models are APgm-labeled transition

systems. We define compound programs in DL as the following notations:

() = o(a, p) [a]p = ={a)—p (5.78)
(SEQ) [or; Ble = [a][Ble (CHOICE) [ U Blp = [a]p A By (5.79)
(TEST) [Y7p = (Y = p) (ITER) [ = vX. (¢ A [a]X) (5.80)

Let I'Pt denote the empty XPt-theory.

Theorem 5.14. For all DL formulas ¢, the following are equivalent: (1) FpL ¢; (2) FoL ¢;
(3) TP F; (4) TPHE .

Proof. See Section [5.15.8| QED.

We point out that the iterative operator [a*|p is axiomatized with two axioms in the proof
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system of DL in Figure [2.8}

(DLs) ¢ Ala][a’]p <> [of]p (5.81)
(DL7) pAla™](p = [alp) — [a*]p (5.82)

while we just regard it as notation, via (ITER). One may argue that (ITER) de-sugars to the
operator v, though, which obeys the proof rules (PRE-FIXPOINT) and (KNASTER TARSKI)
that essentially have the same effect as (DLg) and (DL7). We agree. And that is exactly
why we think that we should have one uniform and fixed logic, such as matching p-logic,
where general fixpoint axioms are given to specify and reason about any fixpoint properties
of any domains and to develop general-purpose automatic tools and provers. When it comes
to specific domains and special-purpose logics, we can define them as theories/notations
in matching p-logic, as what we have done in this section for modal p-calculus and all its
fragment logics. Often, these special-purpose logics are simpler than matching p-logic and
more computationally efficient. In particular, modal p-calculus and all its fragment logics
shown in this section are not only complete but also decidable [74], while matching p-logic
does not have any complete proof system and thus its validity is not semi-decidable. Therefore,
the existing decision procedures and completeness results of these special-purpose logics give
decision procedures and completeness results (such as Theorem for the corresponding

matching p-logic theories.

5.11 DEFINING REACHABILITY LOGIC

RL can be defined in matching p-logic by defining the extended signature R = L8 {e €

Ycfg,cre} and the following notation for reachability rules:

“weak eventually” ¢, ¢ =vX.pVeX // equal to “WF V op (5.83)
“reaching star” ¢; =" @9 = Y1 = Ou P2 (5.84)
“reaching plus” 1 =7 s = @1 — 0, ¥y (5.85)

Notice that the “weak eventually” ¢, is defined similarly to the “eventually” oo = uX . ¢V
¢ X, but instead of using least fixpoint operator u, we define it as a greatest fixpoint. One
can prove that ¢, 0 = “WF V o, that is, a configuration ~ satisfies ¢, if either it satisfies
o, or it is not well-founded, meaning that there exists an infinite execution path from ~.
Also notice that “reaching plus” ¢y =7 5 is a stronger version of “reaching star”, requiring

that ©,,p9 should hold after at least one step. This progressive condition is crucial to the
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soundness of RL reasoning: as shown in (TRANSITIVITY) in Figure [2.12] circularities are
flushed into the axiom set only after one reachability step is established. This leads us to the

following translation from RL sequents to matching p-logic patterns.

Definition 5.6. Given a rule ¢ = @9, define the matching u-logic pattern [(p; = ¢q) =
O(p1 =7 ¢2) and extend it to a rule set A as follows: A=A 4
the translation RL2MmL from RL sequents to matching u-logic patterns as follows:

(¢1 = ¢2). Define

RL2MmL(A F¢ 1 = ©3) = (VEA) A (YoEC) — (91 =* ©3) (5.86)

where x = x if ¢ = () and x = + otherwise. We use Vo as a shorthand for V#. ¢ where
Z = freeVar(p). Recall that the “o” in Vo[IC' is “all-path next”.

Hence, the translation of A ¢ ¢1 = ¢o depends on whether C' is empty or not. When C
is nonempty, the RL sequent is stronger in that it requires at least one step being made in
1 = 9. Axioms (in A) are also stronger than circularities (in C') in that axioms always
hold, while circularities only hold after at least one step because of the leading all-path next

o”; and since the “next” is an “all-path” one, it does not matter which step is actually made,

as circularities hold on all next states.

Theorem 5.15. Let IRt = {( € MLPATTERNcs, | M I o} be the set patterns (without
) of sort Cfg that hold in M“®. For all RL systems S and rules o, = @, satisfying the
same technical assumptions in [12], the following are equivalent: (1) S FrL 1 = @25 (2)
S ErL 01 = @o; (3) TR RL2MmL(S By 1 = ©2); (4) TR E RL2MmL(S By @1 = ©3).

Proof. See Section [5.15.9| QED.

Therefore, provided that an oracle for validity of all the configuration patterns in M ¢
is available, the matching p-logic proof system is capable of deriving any valid reachability
rules. This way, matching u-logic serves as an even more fundamental logic foundation than
RL for the K framework (Section and thus for programming language specification and
verification, because matching u-logic can express significantly more properties than partial

correctness reachability.

5.12 DEFINING M-CALCULUS

To define A-calculus in matching p-logic, we need to address two challenges. The first
challenge is to handle the binding behavior of A, that is, to define Ax.e as a notation in

matching p-logic such that it satisfies the (meta-level) properties regarding free variables,
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a-equivalence, and capture-avoiding substitution. The second challenge is to prove the

following equivalent result, called the conservative extension theorem:

conservativeness
T TR TR

FA}_€1:€2

Fyer =ep forall eg,ep € A (5.87)

extensiveness

The conservativeness direction is the difficult part. Indeed, matching u-logic has a richer
syntax and a more complex proof system than A-calculus. We need to show that this more
complex infrastructure cannot be used to prove more equations between \-expressions.

To solve the first challenge, we make an important observation that A plays two important
roles: (i) it builds a term Az .e, and (ii) it builds a binding of z into e. We will separate
these two roles when defining Ax . e as a notation in matching p-logic, where we build terms
using symbols and creating the binding behavior using the built-in binder 4.

To solve the second challenge, We give two different proofs for the conservativeness of ',
each providing a unique insight about the construction of I'*. The first proof is a model-
theoretic proof, discussed in Section [5.12.2] It considers the concrete cc models for A-calculus,
which are known to be complete with respect to A-calculus reasoning (Section . This
model-theoretic proof is easier to understand and is what inspired our encoding of the A
binder but it does not generalize to binders used in other formal systems, such as m-calculus
or type systems. Therefore, we give another proof-theoretic proof, based purely on the syntax
and formal proofs of A-calculus, instead of its models. The proof-theoretic proof is easier to

be generalized to the binders in other formal systems.

5.12.1 Defining the A binder

Our definition of the A binder in matching p-logic is inspired by the concrete ccc models
in Section [2.11] The key ingredient is the retraction function G that encodes representable
functions into elements, so let us first define representable functions and the retraction
function.

Recall that f/, is the representable function in Section , which corresponds to the

interpretation of Az .e under p in the concrete ccc model. The graph of 7,
graph(f’,) = {(a, |e]2[a/x]) | for all a in the concrete ccc model A} (5.88)

contains all the argument-value pairs of ff, . Note that this graph is an element in P(A x A),
the powerset of A x A, but not every element in P(A x A) is the graph of a representable

function. Therefore, the retraction function G is captured as a partial function from P(A x A)
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to A which is defined only on the graphs of representable functions, and undefined elsewhere.

Now we start to define I'* following the above intuition. Firstly, we include all \-calculus
variables in V' as element (and not set) variables in matching p-logic. Then, we define three
sorts: Exp as the sort of A-expressions; Pair as the product sort of V' and Exp (Definition ;
and 27" as its power sort (Definition [5.5)). Intuitively, 2" is the sort of all binary relations,
including non-functions, over V and Exp, because the carrier set of 2P2" is the powerset of
the product of the carrier sets of V' and Exp.

Next, we define a partial function lambda: 2F2" — Exp, to represent the retraction function
G in Section [2.11] We define app: Exp x Exp — Exp to be the application function and write
ei1es = app(ep, €2). Abstraction Az . e is defined as the following syntactic sugar, where we
extract the general binding notation [x: V] e for clarity and because it can be used to define

any other binders, not only A:

[z:V] e =intension(3x:V . (z,e)) // the binding notation (5.89)
Az .e = lambda([z: V] e) // A-abstraction (5.90)

Equation is a logical incarnation of the semantics of Az . e in the concrete ccc models
into matching p-logic. In a concrete ccc model, [z . e|y = G (f£,), where f? (a) = \eli[a/x}.
In matching p-logic, 3z: V. (x, €) denotes the union set (J, {(z,e)}, namely the graph of f£_.
Note that Vz:V . (x,e) also yields the correct binding behavior, but it does not have the
right semantic meaning of a graph. The binding notation [x: V] e takes this graph as a set
of pairs and packs them into one object in the power sort 2P". Then, this packed object is
passed to lambda, which decodes/retracts it into the intended interpretation of Az .e. For
now, we do not know any property about lambda, except that it is a partial function from
2Pair to Exp. Its intended behavior will be axiomatized by the axiom schema (3)—the axiom
schema that characterizes A-abstraction and the semantics of \.

Under the above notations, all A-expressions are patterns. Particularly, the notation Az .e
yields the right binding behaviors about A via the built-in binder 3. Let I'* be the theory for
A-calculus that includes all the above definitions and notations and all instances of the (3)
axiom schema:

Vo : V.oV, : V. (dx.e) e =ele /] (5.91)

where z1,...,x, are all the free variables in freeVar((Az.e)¢’). Note that the axioms are
needed to specify the semantics of A in matching p-logic, not its binding behavior. The latter
is directly inherited from that of the built-in binder 3.

We emphasize that the encoding of Az .e in Equations (5.89)) and (5.90) is only possible
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MMFei=e, = [MEej=e, =9 MEe; =ey for 2 models M

I,

Fyep = ey =y Eye=ey <——, AE, e; = ey for all concrete ccc models A

Figure 5.1: Main Steps in the Model-Theoretic Conservativeness Proof

because matching p-logic treats terms and formulas uniformly as patterns, and it allows
(FOL-style) quantification to be built on terms. A similar definition will immediately fail in
FOL, because FOL enforces a clear distinction between terms and formulas at the syntax
level and quantification only applies to formulas.

We finish this section by proving the extensiveness theorem for A-calculus.
Theorem 5.16. |y e; =ey implies TN e, = ey, for all e1, es € A.

Proof. Note that I'* contains all instances of (3) and equational reasoning is available in

matching p-logic. QED.

5.12.2  Model-theoretic conservativeness proof

Here we prove the conservativeness of I'* using concrete ccc models of A-calculus. The main
proof steps are summarized in Figure [5.1] The only nontrivial one is Step 3, which requires
to show that M E e; = e, for all M E I' implies A ) e; = e, for all A. The following is the

key lemma that establishes the connection between concrete ccc models and I'*-models.

Lemma 5.3. For any concrete ccc model A and any valuation p, there exists a I'*-model

M4 and a corresponding valuation p* such that le] 4 = {lel}} for every e € A.

Proof. Let us fix a concrete ccc model (A, 4 ,G), where R(A) is its set of representable
functions and G: R(A) — A is its retraction function. Let Mg, = A. By Proposition ,
Mg, = A x A and M, = P(A x A). We define lambda,,a accordingly to the retraction
function G; i.e., lambdaya(P) = {G(f)} whenever P = graph(f) and f € R(A), and
lambdaj 4 (P) = (), otherwise.

We define the corresponding p? as pA(z) = p(z) for every 2 € V. We prove that
le] 4 = {le] 2} for every e € A by structural induction on e. The only nontrivial case is when

e is Ax.eq. In this case, we have

[Az . e1],a = [lambda (intension (3z: V. (z, e1)))] 4 (5.92)
= lambday4 (fintension (3z: V. (z, €1))] 1) (5.93)
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= lambdaya(|3z:V . (z, 1)) 4) (5.94)

= lambdaya ((_J{(a, e1] a0 }) (5.95)
a€A

= IambdaMA(U{(a, |€1|;\[a/x])}) (5.96)

= lambda,a(graph(f?, ,)) (5.97)

={G(f2 )} (5.98)

= {|\z.e])} (5.99)

Finally, we need to verify that M4 k= (3). It is straightforward. Using the above result, for
any x € V, e,e’ € A, and p, we have that [(Az . e)e/[) = |e[¢//z]|) in A implies |[(Az . e)e/| 4 =
lele’/x]] 4 in M#. Noting that p” is arbitrary (as p is arbitrary), M4 & (3). QED.

The operations intension and lambda are crucial in the proof of Lemma [5.3] Without them,
dx:V . (z,e) is merely the graph set, not a singleton pattern, and thus cannot be directly
used to interpret Az . e.

Using Lemma [5.3] we can immediately prove Step 3 in Figure [5.1}

Lemma 5.4. If M ey = ey for every I -model M, then Ay e, =ey for every concrete ccc
models A.

Proof. Let A be any concrete ccc model and p be any valuation. By Lemmal[5.3], there exists a
I'M-model M* and a valuation p* such that le] a4 = {le|}} for any e € A. Since Mk e; = ey,

we have [e1],4 = |ea] 4, and thus le1]) = |ea|). Since p is arbitrary, A Fy ey = es. QED.
Now we finish the model-theoretic conservativeness proof in Figure [5.1]
Theorem 5.17. ' - e; = ey implies ) e, = ey, for all e1, es € A.

Proof. See Figure [p.1] where Step 1 is proved by Theorem [£.1} Step 2 is proved by definition;
Step 3 is proved by Lemma Step 4 is proved by definition; and Step 5 is proved by

Theorem 2.12] QED.
Theorem together with Theorem show that I'* is a conservative extension of

A-calculus.

Theorem 5.18. For every ei, es € A, these are equivalent: (1) T - e; = ey; (2) T Eep = ey;
(3) Fxer=ez; (4) Frer =es.

Proof. (1) = (2) is by Theorem [£.1] (2) = (3) is by Lemma [5.4] (3) = (4) is by
Lemma [2.12] (4) = (1) is by Theorem [5.17 QED.
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The equivalence (1) <= (4) is called the conservative extension theorem for I'*. The
equivalence (2) <= (4) is called the (deductive) completeness of matching p-logic with
respect to I'*. By defining M-calculus in matching p-logic, we automatically obtain a model

of theory for A-calculus via the matching p-logic I'*-models.

5.12.3 Proof-theoretic conservativeness proof

The model-theoretic conservativeness proof is intuitive because it is based on the models
of A-calculus. It also has a clear limitation, which is that it requires a model theory for
A-calculus. In Section |5.12.2) we use the concrete ccc models for A-calculus and especially the
completeness result in Theorem [2.12] Therefore, the model-theoretic proof in Section is
specific to A-calculus and the concrete ccc models. It is not easy to generalize to the binders
in other formal systems, especially those do not have an accessible model theory.

Therefore, we give an an alternative, proof-theoretic conservativeness proof that is entirely
based on the syntactic structure of A-calculus. As a result, the proof-theoretic proof is easier
to generalize to other logical systems and binders.

We build a special I'*-model T, which we call the term model of )\—calculus and follow the
term algebra technique [75] [76, [77]: T has as elements the equivalence classes of A-expressions
modulo afB-equivalence, and each e € A is interpreted in 1" as the equivalence class containing

itself, denoted by [e]. Formally, we will prove this:

Theorem 5.19. Let [¢] = {€/ € A | Fy e = €'} be the equivalence class of e modulo a3~
equivalence. Let [A] = {[e] | e € A} be the set of all these classes. Then, there is a T*-model
T, called term model, and a valuation pr, called term valuation, such that |e|; , = {[e]} for

alle € A. Since T is a fized model, we abbreviate le|, , as |e|, .

Note that for distinct variables x,y € V, we have [z] # [y] [38, Fact 2.1.37]. Clearly,
x € [z], but [z] also includes infinitely many expressions: (Ay.y)z, (Ay.y)((A\y.y)z), etc.

We will show the construction of T" shortly after. For now, let us first prove Theorem [5.17]
from Theorem [5.19

Another Proof of Theorem[5.17. Suppose I'* - e; = e;. We have

Mhbe;=e = TrEe =e by Theorem [4.]] (5.100)
= TFe =e by definition (5.101)

3In the literature on A-calculus, term models have a different meaning. For example, in [38], term models
are special A-calculus models constructed based on the combinatory algebra semantics; see Section for
a comparison.
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= leil,, =le2|,. by Proposition [2.3 (5.102)

= le1] = [eg] by Theorem [5.19] (5.103)
= ke =e by the definition of [e] in Theorem (5.104)
QED.

Now we construct 7" and show that T'F I'*. We define Tg,, = [A], which is the set of
equivalence classes of A-expressions. Note that Tp,i, = [A] x [A] and Torar = P([A] X [A]). We
define appy([e1], [e2]) = [e1 e2] for €1, e2 € A. Note that this definition is well-defined, because

i e1ea = €] €, whenever - e; = €] and ) e; = €},. Finally, we define

lambdar (U ([2], [e[z/x]])) = {[\z.€]}, foranyz €V ande € A. (5.105)

zeV

and lambdar(P) = 0, if P is not a graph of the above form.

The construction of T, especially Equation , is critically depending on the notation
definition Az . e = lambda (intension 3z : V. (z, e)). The a-equivalence Az .e = \z. (e[z/z]) is
captured, both syntactically and semantically, by collecting all the pairs (z,e[z/x]) for all
z, using the pattern 3x:V . (z,e). Therefore, 3x:V . (z,e) encapsulates all the information
about [A\x . e], which is packed by intension and passed to lambda, and then retracted to restore
the original expression Az .e. Proposition shows that the condition in Equation ({5.105)

on lambdar is consistent.

Proposition 5.3. [A\z.e] = [\2'. €], whenever

U (&) felz/2ID) = | (2], [€T2/2T) (5.106)
zeV 2V
Proof. Assume the opposite, i.e., [Az.e| # [\x’.€/]. Let z* € V be a fresh variable that does
not occur in Az .e or Az’ .¢’. Then we have \x.e = A\z*.e[z*/z] and \a’. e/ = \z* . €/[z*/2].
By the assumption, we have [Az*.e[z*/x]] # [Az*.€'[z*/2']], and thus [e[z*/z]] # [¢'[z*/2]].
Noting that [z1] = [2o] iff 21 = 29, for every 21,25 € V. Thus, ([2*], [e[z*/x]]) is in the left-hand
side of Equation but not the right-hand side. This is a contradiction. QED.

So far, we have constructed the term model 7. We now define the term valuation pr as

pr(z) = [z] for every z € V.

Proposition 5.4. |e| = {[e]}, and |e| ., ., = le[z/z]|, for all p.
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Proof. We prove both properties simultaneously by induction on the A-depth d(e) of e, which
is the maximum number of nested A’s in e. If d(e) = 0 then e is a variable or is built purely
using applications (i.e., app) and has no A abstraction. In this case, both properties can be
proved by another structural induction on e. If d(e) > 1 then e has either the form e; €9
where d(eq), d(e3) < d(e), or the form Az .e; where d(e;) < d(e) — 1. Then another structural

induction on e proves both properties. QED.
Proposition 5.5. IfF\ e =€, then |e|, = |¢/|, for any p € VarVal.

Proof. Note that the interpretation of a A-expression relies on its free variables. Suppose
freeVar(e) U freeVar(e') = {x1,...,2,} and p(z;) = [y;] for i € {1,...,n}. Then, y; is
the only variable that is in [y;]. Since p equals to pr[[yi]/x1] - [[yn]/zn] restricted on
x1,...,T,, we have |e|, = |6|pT[[y1]/z1}-~~[[yn]/wn]' By Proposition , |6|pT[[y1}/a:1]~~-[[yn}/ccn] =

lelyr/aa] - - Tyn/anll,, = {lelyr/@a] -~ lyn/xn]l}. Similarly [e'] = {[e'[yr/@1] - [yn/zn]]}-
Then, by elyr /1] -+ [yn/xn] = €'[y1/x1] - -+ [yn/xn]. Then we have

lelyr/z1] -+ [yn/2n]] = [€'[yr/21] - - [Yn/Tn]] (5.107)

Hence, |e], = |¢/| . QED.
Now we only need to prove Theorem [5.19

Proof of Theorem[5.19. We have shown that [e|, = {[e]} for every e € A, in Proposition
It remains to show that 7' validates (3), i.e., [(\x.e)e'|, = |e[e'/z]|, for all p. The latter
follows immediately from Proposition [5.5] QED.

5.12.4 Discussion

We first compare our term model T for A-calculus to the other classic notion of term
models. In A-calculus, a term model [38, Definition 5.2.11] is a special A-model, which is an
algebra with [A] being the underlying carrier set. The operations include a binary application
function given by [e1][ea] = [e1e2] for e1,e2 € A as well as two constants: k = [Az. \y. ]
and s = [A\x. \y.Az.(zz)(yz)]. We denote the above model by A and call it a classical term
model, to not confuse it with our term model T'. Clearly, T and A follow different approaches
to capture M\-expressions. While A uses the name-free, combinators approach, where \ is
handled by abstraction elimination, our term model T" gives an explicit and constructive
interpretation to A, as shown in Equation (5.105]).

Next, we discuss the representability problem |78, pp. 8|, which is a long-standing, concerning

and open problem in the study of A-calculus. The problem asks if a given class of A-calculus
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models is representationally complete, in the sense that there exists a model in the given class
such that any two expressions e; and ey are provably equal if and only if they are interpreted
as the same element/value in that model. Representability completeness indicates that a
class of A-calculus models is sufficient in capturing the formal reasoning in A-calculus, so one
may reduce the study of formal reasoning in A-calculus to the study of models, where more
mathematical tools and techniques can be applied. Hence, reduction is the main motivation.

A-calculus models are broadly divided into syntactic models and non-syntactic models |79,
pp. 13|, depending on whether their construction is based on the syntax and provability of
A-calculus or not. All the classical term models in A-calculus, as well as our particular term
model in Section [5.12.3] are syntactic models. Syntactic models are often representationally
complete, but studying them tends to be as hard as studying the syntax and formal reasoning
directly, and thus the reduction to syntactic models usually does not help simplify the study
of A-calculus. Thus, for decades researchers have been searching for and studying sub-classes
of non-syntactic concrete ccc models, hoping they are also representationally complete. So far,
three main such sub-classes have been identified, known as the main semantics of A\-calculus:
Scott’s continuous semantics [80], Berry’s stable semantics [81), 82], and Bucciarelli-Ehrhard
strongly stable semantics [83]. The representability problem for the main semantics (and
their sub-classes) has remained largely open as of today, except for some negative results
proved for some sub-classes (e.g., graph models [84]).

Theorem m shows that the class of '*-models of is representationally complete, positively
answering the representability problem for our matching p-logic semantics of A-calculus. Our
proof does not rely on any known results about the representational completeness of any
existing semantics; instead, it is entirely based on the model theory of matching pu-logic,
which is not specific to A-calculus but which allows for an appropriate axiomatization of
A-calculus as a theory that is hereby endowed with the desired representationally complete
models automatically. We can push Theorem [5.19] even further to any equational extensions
of A-calculus, known as A-theories. Indeed, the definition of the equivalence class [e] as the
set of af-equivalent expressions of e, has not been critical in the proof of Theorem [5.19]
and the conclusion still holds if we consider any equivalence class [e] that includes the basic
af-equivalence. Therefore, we conclude that the matching p-logic definition of A-calculus is
representationally complete for all A-theories.

Although we do not solve any of the existing open problems, our work suggests the matching
p-logic can be a viable alternative to the existing A-calculus models within the main semantics.
The matching p-logic models are as good as the existing models for A-calculus in terms of
theoretical properties w.r.t. formal reasoning and semantics, yet unlike the existing models,

they are general in the sense that they are not crafted specifically for A-calculus, but are
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obtained from the matching p-logic theory I'*. We give a general solution for all the binders,
which for A-calculus is as good as the state of the art, considering both the proof-theoretic

and the model-theoretic aspects.

5.13 DEFINING TERM-GENERIC LOGIC

We have shown how to define the A binder as the following notation (Egs. ((5.89))-(5.90))):
Az .e =lambda[z:V]e (5.108)

In this section we show that our approach is not specific to A-calculus. We provide evidence
that matching p-logic can serve as a general approach to dealing with binders. We will
show how to use patterns similar to Eq. to define the binders in a variety of logical
systems, including System F [85], 86], pure type systems [87], m-calculus [88], and more, and
prove a corresponding conservative extension theorem for each of them. To do that, several
challenges need to be solved.

The first challenge is that binders can have more complex binding behavior than in A-
calculus; see Figure |5.2] For example, Ax:e;.ey in System F binds x within ey, but not
in ep; Inp(z,y, e) in m-calculus has the binding variable in the second position (i.e., y), and
not the first position. We deal with this binding behavior by de-sugaring to binders whose
binding variable is their first argument and is bound within the second argument only; that
is, we de-sugar an arbitrary binder to a binder of the form b(z, ey, ..., e,), where z is bound
in e; but not in ey, ..., e,. Clearly, this de-sugaring process is just a sequence of argument
swappings. Then, we further de-sugar b(z,eq,...,e,) to V/(b"(x,e1),ea,...,€,), where b is a
(binding-free) symbol and b” is a binder that binds = to ey, just like A in A-calculus. Finally,

we define b”(z, e;1) as the following syntactic sugar:
b (x,e) = retraction, [z: V] e (5.109)

in the same way as in Eq. , except that here we use a new retraction symbol retraction,
that is specific to the binder b. Each binder has its own retraction symbol, but the other
infrastructure symbols, such as products, powersets, and the binding notation [x: V] e, are the
same. From now on, we will only consider binders b(z, e) that bind = within e, for technical
convenience.

The second challenge is that logical systems featuring bindings are very different from each

other, in terms of the kinds of logical reasoning that is carried out in them. For example,
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Binders Behaviors Meaning Systems

AT . e binding x into e  function abstraction A-calculus
AT €. €9 binding x into e, function abstraction System F
At.e binding ¢ into e type abstraction System F
It . e binding ¢ into e Il-type constructor System F
AT e . e binding x into e; function abstraction Pure type system
TL: €1 .6 binding x into e, type abstraction Pure type system
Inp(z,y,e) binding y into e  input process m-calculus
vy.e binding ¥ into e  new process name creation m-calculus
Bout(ey, x,y,e2) binding y into e;  bound output transition m-calculus
Inp(e1,x,y,e2)  binding y into es  input transition m-calculus

Figure 5.2: Example Binders and Their Behavior in Logical Systems

System F derives typing judgments I' > e;: ey to mean that e; has type e; under typing
environment I'; m-calculus derives transitions e; act, es to mean that process e; transits by
action act to process es. It is tedious and non-systematic to consider these logical systems
separately, because we would need to capture their specific logical reasoning and prove the
conservative extension theorem for each of them, more or less similarly to the syntax-based
proof in Section [5.12.3]

To capture the various logical systems featuring bindings more systematically, we employ
a parametric framework for binders, called term-generic logic [40] (TGL), discussed in
Section 2.12] We will define TGL in matching u-logic and prove a conservative extension
theorem for TGL, from which the conservative extension theorems for the other logical

TG and introduce notations such that

FTGL

systems follow as corollaries. We define a theory
all TGL terms and formulas are well-formed patterns. We show that is a conservative

extension of TGL, by proving the following equivalence theorem.

Theorem 5.20. Under the condition in Theorem [2.13, the following are equivalent: (1)
TTCUE)F ANAL = VA (2)(TTCCUE)E ANAL = V Ay (3) E Bral A1 > Ay; (4)
E FreL Ay > Ag; Here, \ Ay is the conjunction of patterns in Ay and \/ Ay is the disjunction
of patterns in As.

The many-sorted binder syntax and TGL terms are captured by defining sorts and many-
sorted functions, and defining binders as in Eq. (5.109). TGL formulas, except m(eq, ..., €e,),
are captured by matching p-logic’s derived connectives and equality. Predicate w(eq, ..., e,)

for m € Il, ..., , is captured by defining a symbol 7 and the following axiom:

(PREDICATE) Vzi:sy....Vo,:s,.(maxy - 2y =T)V(rzy - 2, = 1) (5.110)
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which specifies that 7 returns either T or L, i.e., it indeed builds predicate patterns. Without

'L contain all the above definitions

such axioms, mx---x, could be any subset. Let
and notations. This way, all TGL terms are functional patterns and all TGL formulas are
predicate patterns.

Theorem is proved using a model-based approach similar to Figure 5.1, Here we
explain the only nontrivial proof step, which is (2) = (3). This is proved by constructing a
matching p-logic model M4 from any given TGL model A, such that all TGL terms and
formulas are interpreted the same in M# and A4, i.e., |e], = {Ac(p)} for every e € TGLTERM;
||, = M* whenever p € A,, and |p|, = (), whenever p & A,, for every ¢ € TGLFORM.

Using TGL and Theorem [5.20, we obtain a systematic proof of the conservative extension
theorems and deductive completeness theorems for all logical systems that have been defined
in TGL and studied in |40, Section 4] and [89] Section 4], including System F [85], [86] (both
the typing and reduction versions), A-calculus (including the untyped [37], sub-typed [90],
illative [38], and linear versions [91}, 92]), pure type systems [87], and 7-calculus [88]. The
systematic proof works as follows. For each logical system L, its set of terms Termj can be
captured by a binder syntax using the de-sugaring discussed at the beginning of Section [2.12]
The proof/type system of L that derives sequents of the form F; & is captured by a set
of TGL axioms E’, where each axiom corresponds to one type/proof rule of L [40]. An
adequacy theorem is also proved there for each L, stating that 7 ® iff EX g ®TC, where
PTCL (of the form A® > A?) is the corresponding TGL encoding of the L-sequent ®. Let
'l =TTt U EE be the theory that captures L, and ®M- = A A — \/ A? be the encoding
of ®. By Theorem , we have that -, ® in L, iff E* Frg. ®T¢" in TGL, iff TX - &Mt in
matching p-logic, iff I'* F ®ML in matching p-logic. Hence, I'* is a conservative extension of
L and the class of matching logic models of I'* is complete with respect to L.

Note that the term consistency has different meanings in different contexts. In type
systems, inconsistency means the ability to prove any typing judgments ¢: 7. Similarly, in
A-calculus or other equational logic theories, inconsistency means the ability to prove any
equations e; = e;. However, in matching p-logic (and also FOL), inconsistency means the
ability to prove logical false L. Thus, inconsistency for classical logics such as matching
p-logic is stricter than that for type systems and A-calculus. For example, if 7" is a PTS that
contains the typing axiom Type : Type, then T is inconsistent [93], but T'7 is still a consistent
matching p-logic theory and has a model that interprets the typing relation : as the total

relation on all PTS terms.
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5.14 DISCUSSION

We have considered various logics, calculi, formal systems, and foundations of compu-
tation and discussed their corresponding axiomatizations in matching p-logic in terms of
axioms/theories and notations. In its nature, our axiomatizations can be categorized as a
shallow embedding, instead of a deep embedding, from the target system to matching p-logic.
This is because we capture not only the syntax and proof rules of the target system but
also its semantics and models. For example, our axiomatization of equational specifications
(discussed in Section produces exactly (F, E)-algebras as its models up to isomorphism.
Therefore, matching pu-logic can be used as a specification language, which we can use to
specify models, and further restrict them to a small class of intended models that are of our
interest by add axioms as logical constraints.

Models are insightful. They help us understand a logical system better, from a different
angle. It is not unusual that more than one notion or class of models are proposed for one
logic, because each has its unique merit in helping us understand the logic from a certain
perspective. Since matching p-logic has a built-in notion of models, by defining a logical
system as a matching p-logic theory we can immediately study its resulting model theory and
properties. For example, the matching u-logic theory of A-calculus (discussed in Section
yields a precise and insightful description of how Ax . e is semantically interpreted in matching
p-logic models, which leads us to a new semantics of A-calculus that is representationally
complete for all A-theories (see Section [5.12.4)).

It is future work to establish the logical relationships between matching p-logic and other
logical systems in a more systematic way that was initially proposed in [94] and further
developed in [95] 96] using methods and techniques from category theory, called institution
morphisms. A first attempt has been made in [97, Appendix D.3| which establishes a
theoroidal comorphisms from equational specification to matching p-logic.

We now discuss the existing logics that support the specification and reason about fixpoints
and comparing them with matching pu-logic.

LFP is a classic logic that extends FOL with support for fixpoints, which we have introduced
in Section 2.3l In the literatures, there are many fragments of LFP that are of particular
interest to computer scientists, such as monadic LFP (abbreviated M-LFP), which requires
all predicate variables to have arity one; existential LFP (abbreviated E-LFP or JLFP),
which requires the formulas to have no universal quantifiers and allows negations only in
front of atomic formulas that are not built from predicate variables; and stratified LFP
(abbreviated SFP), which is the smallest logic whose formulas contains all ILFP formulas

and satisfy some basic closure properties (such as being closed under propositional operators
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and the existential quantification). We refer the reader to [98, 99, [100] for precise discussions
and definitions of these logics.

LFP and its variants/fragments have been used for a long time for program specifications,
especially for the heap, in the work on natural proofs [101], 102} [103], 104} T05]. Tt is also
well-known that they naturally capture loops in programs [I06]. The proof rules for LFP
and their automation have been studied in [105], 107, 107].

LFP has builtin support for tuples and for specifying multi-arity relations. However, as
we will see in Section LFP can be defined in matching p-logic by axiomatizing a theory
of tuples and reducing multi-arity relations to unary relations via the currying-uncurrying
correspondence. On the other hand, matching u-logic has set variables which can occur free in
the axioms of a theory. Semantically, any free variable that occurs in an axiom is universally
quantified. Thus in matching p-logic, we can write axioms that give us the expressive power
of top-level universal second-order quantification and go beyond LFP. For example, it is
known that there are incomplete modal logics (see, e.g., [I08]), which are modal logic K
extended with a finite number of axioms with free second-order propositional /set variables.
These incomplete modal logics are naturally instances/fragments of matching p-logic but we
are not aware of any encodings from these incomplete modal logics into LFP.

SOL, introduced in Section [2.4] can also be used to specify and reason about fixpoints. In
particular, the reduction from matching p-logic to SOL in Section [4.3]shows that SOL formulas
have the expressive power of matching p-logic patterns. On the other hand, SOL can be
defined in matching p-logic, as we will see in Section The idea is to axiomatize powersets
(Section and then reduce second-order quantification to first-order quantification over
the powersets.

Initial algebra semantics represents a generic and principled framework to study induction.
It originated in the 1970s, when algebraic techniques started to be applied to specify basic
data types such as lists, trees, stacks, etc. The original paper on initial algebra semantics [109]
reviewed various existing algebraic specification techniques and showed that they were all
initial models, making the concept of initiality explicit for the first time in formal language
semantics. Since then, initial algebra semantics has gathered much research interest and
become a well-established field, leading to a profound study on its foundations as well as
applications, tools, libraries, packages, provers [43], 69, [70, 110}, 11T, 112].

Initial algebras can be defined in matching p-logic, as we will see in Section [5.4] The
key idea is to use the pu operator to write least fixpoint patterns as axioms that enforce
the carrier sets to be isomorphic to the sets of terms, on top of which we can define any
equational specification. More interestingly, the matching p-logic proof system can be used to

derive induction principles as theorems. For example, mathematical induction and structural
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induction can be derived using the matching p-logic proof system (Section .

Modal p-calculus is an extension of modal logic with direct support for fixpoints, which we
have introduced in Section . The proof system of modal u-calculus was proposed in [29]
and proved to be complete in [30]. Matching p-logic can be regarded as a natural extension
of modal p-calculus with many-sorted universes, many-sorted modal operators (i.e., symbols),

first-order variables (i.e., element variables), and first-order quantification.

5.15 PROOFS

We present proof details for the results in Chapter [f

5.15.1 Proof of Theorem [5.1]

Even though we tacitly blur the distinction between constant symbol o € X 5, 0.-@s,®s
and n-ary symbol o € X, s, doing so will cause us a lot of trouble in this section, when
our aim is to prove such a blur of syntax actually works. Therefore, within this section, we

introduce and use a more distinct syntax that distinguishes the two, as follows

T € Xs, . smis an n-ary symbol (5.111)
Ay € B 5,0--@sn®s the corresponding constant symbol (5.112)
a(Q1,. . ¢n) symbol application (5.113)
A [Q1, - -, O] projections (5.114)
(T, Tn) = QplT1, .., Ty recursive symbol (5.115)
a, = pa. AT, pla/o]) definition of a, (5.116)

Before we prove Theorem [5.1] we introduce a useful lemma that allows us to prove
properties about least fixpoint patterns. Recall that rule (KNASTER TARSKI) allows us to
prove theorems of the form I' - uX . ¢ — . However, in practice, the least fixpoint pattern
uX . is not always the only components on the left hand side, but rather stay within some
contexts. The following lemma is particularly useful in practice, as it allows us to “plug out”
the least fixpoint pattern from its context, so that we can apply (KNASTER TARSKI). After

that, we may “plug it back” into the context.
Lemma 5.5. Let C[OJ] be a context such that O does not occur under any p’s, and

1. Clp AN = Clp] A, for all patterns ¢ and all predicate patterns ;
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2. C[3z.¢] = Jx.Clp], for all ¢ and x & free Var(C[O)]).
Then we have that I' = Clp| — ¢ if and only if I'F o — Jx.x A |Clz] — ¢].

Proof. We prove both directions simultaneously. Note that it is easy to prove that I' - ¢ =
3z . (z A (z € ¢)) using rules (MEMBERSHIP) in the proof system P (see Figure 2.11]).

We start with I' - C[¢] — 1. By the mentioned equality, we get I' = C[3z. (z A (z €
¢))] = 1. By the properties of C, it becomes I' F (Jz . C[z]| Az € ¢) — 1, which, by FOL
reasoning, becomes I' -z € ¢ — (C[z] — ). Note that « € ¢ is a predicate pattern, so the
goal is equivalent to I' - x € p — |C[z] — ¢ ].

Now we are almost done. To show the “if” part, we apply (MEMBERSHIP INTRODUCTION)
onl'F¢ —dz. 2N |Clz] - ¢ andobtain ' -y € ¢ — Jx. (y € )A|C[z] — ¢]. Note that
y is a fresh variable and y & freeVar(Clz]) U freeVar(y), so y € |Clz] — | = |Clz] — 9.
Notice that y € x = (y = z). And we obtain I' Fy € ¢ — |C[y] — ¥ |. Done.

To show the “only if” part, we apply some simple FOL reasoning on I' -z € ¢ — |Clz] —
¥ and conclude that T'+ (Jz. (z Az € ¢)) — Fz. (x A [Clx] — ¢]). Then by the equality
p=3x.(x Az € ¢), we are done. QED.

Note the conditions about the context C' in Lemma [5.5| are important. Many contexts that
arise in practice satisfy the conditions. In particular, (nested) symbol contexts satisfy the
conditions automatically.

Under the above new notation and the lemma, we are ready to prove Theorem [5.1]

Proof of Theorem[5.1 (PRE-FIXPOINT). This is proved by simply unfolding «, following
its definition.
(KNASTER TARSKI). We give the following proof that goes backward from conclusion to

their sufficient conditions.

o(xy,...,x,) =Y (5.117)

= QulTi, ..., T 2 W (5.118)
— a—Jda.(aAN|axy,...,x,] = U]) (5.119)
— aa—>‘v’f.§|a.(a/\ Loz[xl,...,mn]—mbjz (5.120)
— 3T (T, p[VZ. ap/o]) = VT . ap (5.121)
— (Z,9o|VT./0]) = aplz1/1 ... 20/ 4] (5.122)
(%, p[VZ. ap /o)) (5.123)

— Jda. (A |afz1, ..y 20 = Yz /2r 2T ]) (5.124)
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— (X, o|VT.ap/o))|x1,. .., x0] = (5.125)
= ¢lVZ.a/0] =¥ (5.126)
— oVZ./o] = p[/o] (5.127)

Notice that the last step is by I' = @[y /a] — 1.

By the positiveness of ¢ in o, we just need to prove that for all oy, ..., @,:

D' (VZ . ap)|er, -, 0n] = Vlpi/x1 .. on/x) (5.128)

By (KEY-VALUE) and definition of «y, the above becomes

Chzr e A ANz €0 AY[z1/xr .o zn)xn] = Y[or/T1 .. on/Tn], (5.129)

which holds by assumption. QED.

What is interesting in the above proof is that we used only (KEY-VALUE) and did not
use (INJECTIVITY) and (PRODUCT DOMAIN). The last two axioms are used in the proof
of Theorem [5.2] where we need to establish an isomorphism between models of LFP and

matching p-logic. In there, the two axioms are needed to constrain matching p-logic models.

5.15.2 Proof of Theorem [5.2]

We first show that the theory of products I'P°%<t in Definition captures precisely the
product set My x M.
Now, we are ready to prove Theorem [5.2]

Proof of Theorem[5.2. The proof is mainly based on the isomorphism between LFP models
and matching p-logic I'*FP-models. Notice that the (FUNCTION) axioms forces symbols in all
I'*FP_models are functions. In addition, we use the axiom Vz : FormulaVy: Formula.z =y to
force that the carrier set of Formula must be a singleton set, say, {x}.

(The “if” direction). We follow the same idea as we prove that matching logic captures faith-
fully FOL (see [2]), we construct from an LFP model ({M:FP} 5, BFP TILFP) a corresponding
matching p-logic TP model, denoted ({MM™} cq U {MMmE 3 SMmL) with MMmE = MLFP.

MMmL = {x}, and ZM™ consisting of symbols that are all functions. An LFP valuation
ptFP derives a corresponding matching pu-logic valuation pM™ such that pMmt(z) = ptFP(z)
for all LFP (element) variables x and pM™(R) = p*P(R) x {x}. Our goal is to prove that

for all LFP formulas ¢, we have MFP pF = gp o if and only if ||y mme = {x}.
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Firstly, notice that as shown in [2], [ty mme = {pF7(¢)} for all terms ¢. Therefore,
to simplify our notation we uniformly use p(t) in LFP and matching p-logic to mean the
evaluation of . Carry out induction on the structure of . The only additional cases (compared
with FOL) are o = R(t1,...,t,) and ¢ = [fpg,, . ¥](t1,...,t,). The first case is easy, as

.....

shown in the following reasoning: MFP otFP E R(t ... t,) iff (p(t1),...,p(ts)) € pFP(R)
iff (p(t1),...,p(tn),x) € |R|pppmme iff |R(t1, ... tn)|[pr e = {*}. The second case when

0 = fpray.. 0, ¥](t1,. .., t,) is shown as the following reasoning:

MYP % g gyt )
iff (p(t1), ..., p(tn)) €
ﬂ{a C MSLIFP X oo X MSL:P | for all a; € M;FP, 1<i<n,
MYP P/ R, /7] Eipe o implies (ay, ..., a,) € a}
iff (by induction hypothesis)
(p(t1), -, p(ta)) €

ﬂ{agMS'\mex---xMS'\:mL|forallai€M;\:'mL,1§i§n,

’w|M,(p[a/R,d/f])MmL = {*} 1mphes (CLl, e ,an) S Oé}

(5.130)
(5.131)
(5.132)
(5.133)
(5.134)
(5.135)
(5.136)
(5.137)
iff (by definition of (p[a/R, a@/z])M™") (5.138)
(5.139)
(5.140)
(5.141)
(5.142)
(5.143)
(5.144)
(5.145)
(5.146)

(p(t1), ..., p(tn)) € 5.139
(o € MM™ x oo MM™ x {5} | 5.140
for all a; € MM™ 1 <i<n, 5.141
8] ar om0+ R/ = {*} implies (ay, ..., an, %) € o™} 5.142
iff (by reasoning about sets) 5.143
(p(t1), ..., p(tn)) € 5.144
(Yo € MY™ x oo MM™ x {5} | 5.145
U (@ an, [yt jos jpajm) € o™} 5.146

g, MMmL
iff (by matching p-logic semantics) (5.147)
(p(t1), - p(t)) € (5.148)
pR: 51®...®@s,@Formula. 3z ... 3z, (w1, ..., 20, 0) | oy pum (5.149)

and the last statement is equal to |[Ifpg ., . ¥](t1, ..., t0)|pr Mt

And now we conclude that T*FP E ¢ implies Fipp ¢. Otherwise, there exists an LFP
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model M“P and valuation p'FP such that MP ptFP b o, and this implies that in the
IFP-model MM™ we have |¢]y mm. # {*}, meaning that T'FP i .

(The “only if” part). Notice the axiom Vz : FormulaVy : Formula. 2 = y forces that Meomula =
{*} must be a singleton set, which ensures that the above translation from an LFP model

M'FP to a matching p-logic model MM™ can go backward. Specifically, for every matching
EMmL

81...8n,8)

p-logic function symbol f €
<o X Mg, — P(Ms), the corresponding LFP function fypee: Mg x -+ x My, — M, such

that fymm(ag, ..., a,) = {fanre(ag, ..., a,)}. Similarly, for every matching p-logic function

MmL
$1...8n,Formula’

{0, {x}}, the corresponding LFP predicate myure C M, X -+ X Mg , such that myuee C

Mg, x -+ x My = {(a1,...,a,) | Tpymm(aq, ..., a,) = {*}}. Then we carry out the same

we construct from its interpretation fymme: M, X

symbol m € X we construct from its interpretation mymme: My, X -+ X My, —

reasoning as in the “if” part. QED.

5.15.3 Proof of Theorem

Proof. We only need to prove that for every s and h, s, h Fs p(xy,...,2,) if and only if
h € |p(z1,...,%,)|Mapps» Where ps(x) = s(z) for all z. We conduct structural induction on .
The case when ¢ = p(¢1, ..., ¥,) where p is a recursive predicate is proved directly by the

definition of the canonical model Map. The other cases have been proved in [2, Proposition
9.2]. QED.

5.15.4 Proof of Proposition [5.2

Proof of Proposition[5.3. We simply apply definitions. Recall that s € o1 (¢) iff s R t.

(Case “o”). s € |op|p, iff there exists ¢ € |p|r, such that s € ep(t) iff there exists ¢ such
that s Rt and t € |p|r,.

(Case “0”). s € |op|p, iff s € |—e—gp|r, iff s & |e—p|r, iff (use (Case “o7)) for all ¢,
t € |=¢|r, implies s & op(t) iff for all ¢, s € ep(t) implies ¢ € |p|r, iff for all ¢, s Rt implies
t € |olr,

(Case “0”). Note that | o plr, = [{A C S | |V eX|rax € A} =N{A C S|
|olr, Uep(A) C A}. On the other hand, {s € S| 3t € S such that ¢t € |p|r, and s R* t} =
{s € S|3teS In>0suchthat t € |¢|r, and s R"t} = {s € S | In > 0 such that s €

o (lelr)} = Upso ®7(|¢l1,)- Therefore, we just need to prove the two sets:

() = WA C S| lplr,Uer(A) € A} (5.150)
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€)= *i(lelr,) (5.151)

n>0

are equal. This can be directly proved by Knaster-Tarski theorem.
(Case “[07). Similar to (Case “o”).
(Case “@1 U ¢3”). As in (Case “¢o”), we define two sets:

() = o1 U palr, = [ {A € S [ @2l U (1 Nor(A)lr,) € A} (5.152)
() ={s € S|exist n >0 and ty,...,t, €S such that (5.153)
sRty R...Rt,, and s,t1,...,t_1 € |Q1|1p, tn € |P2|1,p} (5.154)

and then use Knaster-Tarski theorem to prove them equal.
(Case “WF”). Again, we define two sets:

(1) = [1X .oX|g, = (A C S| (S\ A) C on(S\ A)} (5.155)
(&) = {s € S| s has no infinite path} (5.156)
and then use Knaster-Tarski theorem to prove them equal. QED.

5.15.5 Proof of Theorem [B.11]

Let us first review some characteristic sub-classes of transition systems.
Definition 5.7. A transition system 7" = (S, R) is:

1. well-founded if for all s € S, there is no infinite path from s;

2. non-terminating, if for all s € S there is t € S such that s R ¢.

3. linear, if for all s € S and t1,t5 € S such that s Rt; and s R to, then t; = t5.
Lemma 5.6. it @ implies TMTE | o,

Proof. We just need to prove that all proof rules in Figure can be proved in [T
(TAuT) and (MP). Trivial.
(Ko) and (N,). By Proposition [3.2]
(Kp) and (Ng). Proved by applying (KNASTER TARSKI) first, followed by simple proposi-
tional and modal logic reasoning.

(Fun, “—=”). Proved from axiom (INF) T and simple modal logic reasoning.
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FUN, “«). Exactly axiom (LIN).

(
(Uy). By (KNASTER TARSKI) followed by propositional reasoning.
(Us). By definition of ¢1 U ¢ as a least fixpoint and (FUN).

(

IND). By (KNASTER TARSKI). QED.
Lemma 5.7. s FiatL ¢ if and only if s € |o|rv.

Proof. We make two interesting observations. Firstly, it suffices to prove merely the “only if”
part. The “if” part follows by considering the “only if” part on —.

Secondly, the definition of “s Fj,q1L ¢ is an inductive one, meaning that “Fj,q1.” is the
least relation that satisfies the five conditions in Definition [2.31] To show that “s FiatL ¢
implies s € |¢|r ", it suffices to show that s € |¢|r satisfies the same conditions. This is
easily followed by Proposition [5.2

Note how interesting that this lemma is proved by applying Knaster-Tarski theorem in the
meta-level. QED.

Corollary 5.1. I'"LTL = & implies FinptL ¢-

Proof. Assume the opposite and there exists a transition system 7" = (S, R) that is linear
and non-terminating, a valuation V', and a state s € S such that s ZatL . By Lemma[5.7]
s € |¢|r,v, meaning that T' & . Since T is non-terminating and linear, the axioms (INF) and
(LIN) hold in T, and thus '™t & . Contradiction. QED.

Now we are ready to prove Theorem [5.11]

Proof of Theorem [5.11, Use Lemma [5.6] and Corollary as well as the soundness of
matching p-logic proof system and the completeness of infinite-trace LTL proof system.
QED.

5.15.6 Proof of Theorem (.12

Lemma 5.8. Fn7L o implies LT | o,

Proof. We just need to prove all proof rules in Figure can be proved by axioms (FIN)
and (LIN) in matching p-logic. We skip the ones that have shown in Lemma .

(—o). Proved by axiom (LIN).

(COIND). Use axiom (FIN) uX .oX and to prove I'fit™t - X 0 X — ¢ by (KNASTER
TARSKI).

(F1x). By definition of ¢ W 9 as a least fixpoint. QED.
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Lemma 5.9. s Fqo1L @ if and only if s € |90|T,v-

Proof. As in Lemma we just need to prove the “only if” part, by showing that s € ||y
satisfies the five conditions in Definition [2.33] This is easily followed by Proposition [5.2] The
case p1 W g shall be proved by directly applying matching p-logic semantics. QED.

Corollary 5.2. T'fintTL £ & implies EfintTE
Proof. Assume the opposite and use Lemma [5.9 QED.
Now we can prove Theorem [5.12]

Proof of Theorem[5.13. Use Lemma [5.8 and Corollary [5.2] as well as the soundness of the
matching p-logic proof system and the completeness of finite-trace LTL proof system. QED.

5.15.7 Proof of Theorem (.13

Lemma 5.10. 7 o implies T¢™H - .

Proof. We just need to prove all CTL rules from the axiom (INF) in matching p-logic. We
skip the first 7 rules as they are simple. The rest 3 rules can be proved by applying (KNASTER
TARSKI) and use properties in Properties QED.

Lemma 5.11. s Fcry ¢ if and only if s € |p|rv.

Proof. As in Lemma , we just need to prove the “only if” part by showing that s € |¢|rv
satisfies all seven conditions in Definition [2.35] The first 5 of them are simple. We show the
last two ones about “EU” and “AU”.

(Case EU). Assume there exists a path sgs;... and & > 0 such that s € |¢s|ry and
50y -5 Sk—1 € |p1]|ry. Our goal is to show sy € |¢1 EU pa|r. By semantics of matching p-
logic, [p1 EUpa|ry = [uX . 2V (o1 Ao X) |y = (A C S| |g2|ry U(lei|ry Ner(A)) € A}.
Therefore, it suffices to prove that s € A for all A C S such that |@s|ry € A and
lo1|7,vNer(A) C A. Thisis easy, s € |@a2|ry C Aimplies sx_1 € op(sy). Also, sx_1 € |@1|rv
by assumption. Then s;_1 € |p1|7v Ner(sk) C A. Repeat this procedure for k£ times and we
obtain sq € A. Done.

(Case AU). Let us denote op(A) = {s € S | forallt € S such that s Rt,t € A} to
be the “interpretation” of “all-path next o” in T. Prove by contradiction. Assume the
opposite statement that sy &€ |1 AU pa|ry = [uX .2 V (o1 Ao X)|ry = [{A C S |
loa|rv U (Je1]ry Nor(A)) C A}. This means that there exists A C S such that |s|ry C A
and |p1|ry Nor(A) C A, and so ¢ A. This is going to cause contradiction. Firstly by
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lo2|lrv C A, so & |pa|rv, which implies that sg € [—pa|rv. Secondly by |p1|ry Nor(A) C A,
we know that (S\ A) C |=p1|ry Uep(S\ A). Since sy € A, we know either sy € |[=p1|ry
or so € op(S\ A). If it is the first case, then we have a contradiction as any path starting
from sy contradicts with the condition. If it is the second case, then there exists a state,
say s1, such that sy R s; and s; ¢ A, which also implies s; € |p2|ry. Repeat this process
and obtain a sequence of state sgs;.... If the sequence is finite, say sgsi...s,, then by

construction So, ..., S, & |2

rv and s, € |=p1|r,y, which is a contradiction to the condition.
If the sequence is infinite, then by construction sgs; ... satisfies that sg, s1, & |@2|7,v, which
also contradicts to the condition. QED.

Corollary 5.3. I'‘"t £ ¢ implies Ecy .

Proof. Use Lemma and prove by contradiction. Note that it is easy to verify that
T ETCTHif T is non-terminating. QED.

Now we are ready to prove Theorem [5.13]

Proof of Theorem [5.13, Use Lemma[5.10| and Corollary [5.3] as well as soundness of matching
p-logic and completeness of CTL. QED.

5.15.8 Proof of Theorem [5.14]

Lemma 5.12. Fp; ¢ implies TPL - .

Proof. We just need to prove that all proof rules in Figure can be proved in I'°t. First of
all, rules (DL3) to (DLg) follow from (syntactic sugar) definitions. Rules (TAUT) and (MP)
are trivial, We only prove (DL;), (DL3), (DL7), and (GEN).

Notice that [a]g is defined a syntactic sugar based on the structure of a. Therefore, we
carry out structure induction on . We should be careful to prevent circular reasoning. Our
proving strategy is to prove (GEN) first, and then prove (DL;) and (DLy) simultaneously,
and finally prove (DL7).

(GEN). Carry out induction on «a. All cases are trivial. Notice the case when a = §* is
proved by proving I'°Pt F ¢ — [a*]¢ using (KNASTER TARSKI). After simplification, the goal
becomes I'Pt - ¢ — [B]. This is proved by applying induction hypothesis, which shows
TP E Bl

(DL;) and (DLs). We prove both rules simultaneously by induction on o. We discuss
only interesting cases and skip the trivial ones. (DL;, a = 31 ; f2) is proved from induction

hypothesis, by applying (GEN) on [#;1]. (DLy, a = 8*) is proved by applying (KNASTER
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TARSKI), following by applying (DLs, “—”) on [#]. (DLs, a = f*, “=”) is proved by
(KNASTER TARSKI). (DLy, a = p*, “<-7) is proved by (KNASTER TARSKI), followed by
(DLs) on [5].
(DLy7) is proved directly by (KNASTER TARSKI), followed by (DLsy, “+") on [a].
QED.

We now connect the semantics of DL with the semantics of matching pu-logic. First of all,

we show that the transition system 7" = (5, { R, }acapgm) can be regarded as a yLTS

-model,
where S is the carrier set of State and APgm (the set of atomic programs) is the carrier set
of Pgm. The “one-path next @ € YXpgm state state 1 interpreted according to DL semantics for

all t € S and a € APgm:
or(a,t) ={se€ S| (st) € R,}. (5.157)

In addition, valuation V: AP — P(S) can be regarded as a matching p-logic valuation
(where we safely ignore the valuations of element variables because they do not appear in DL

syntax).
Lemma 5.13. Under the above notations, [¢]i = |o|r.v.

Proof. As in Lemma , we just need to prove that [p] C |¢|7.y by showing that |7y
satisfies the conditions in Definition [2.37 The only interesting case is to show [[a]e|ry =
{se S |foralltes,(st)e [a]l implies t € |¢|rv}. We prove it by carrying out structural
induction on the DL program formula «. The case when a = a for a € APgm is easy. The
cases when a = 1 ; 5o, @ = 1 U Bo, and o = 97 follows directly by basic analysis about
sets and using definition of the semantics of DL program formulas. The interesting case is
when a = g*. In this case we should prove |[f*|o|lry = [vX .o A ] X|rv = U{A | A C
elr (181X rviait = USA | A C lolny 0 s | for all , (s,¢) € [8] implies ¢ € 5}} -
{s | for all ¢, (s,t) € [8*]{ implies ¢ € ||, } We denote the left-hand side of «L7 ag (n) and
the right-hand side as (£).

To prove (n) = (§), we prove containment from both directions.

(Case () C (£)). This is proved by considering an s € () and show s € (§). By construction
of (n), there exists A C S such that A C |¢|ry N {s | for all ¢, (s,t) € [B]¥ implies t € A},
and that s € A. In order to prove s € (£), we assume ¢ € S such that (s,t) € ([8]{,)* and try
to prove t € |¢|rv. By definition, there exists k > 0 and sy, ..., s; such that s = sq, t = sy,
and (s;, s,41) € [B]E for all 0 <4 < k. By induction and the property of A, and that sy € A,

we can prove that sg, s1,..., sk € |¢|ry, and thus ¢ € |¢|7. Done.
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(Case (€) C (n)). Notice that the set 7 is defined as a greatest fixpoint, so it suffices to
show that (&) satisfies the condition, i.e., to prove that (§) C |p|ry N{s | for all ¢, (s,t) €
[B]% implies ¢t € (£)}. This can be easily proved by the definition of (£). Done. QED.

Corollary 5.4. I'°t E ¢ implies Fp .

Proof. Use Lemma [5.13] and for the sake of contradiction, assume the opposite. Suppose
there exists T' = (S, {Ru}acargm) and a valuation V and a state s such that s € [o]{. We
then know s € |¢|ry, which implies that 7' & ¢. Obviously T F I'P* as the theory I'Pt
contains no addition axioms. This means that I'°" & . QED.

We are ready to prove Theorem [5.14]

Proof of Theorem [5.1]). Use Lemma and Corollary [5.4] as well as soundness of matching
p-logic and completeness of DL. QED.

5.15.9 Proof of Theorem (.15

As a review, we have defined the following notations:

“one-path next” oo, where e € X g (5.158)
“all-path next” op = e (5.159)
“eventually” cp=puX.pVeX (5.160)
“always” Oeo=vX.pAoX (5.161)
“well-founded” WF = uX .oX (5.162)
“weak eventually” Swp=vX.pVeX (5.163)

Proposition 5.6. The following propositions hold:

1. Fel < L

2. F o(p1 Vo) > 001 V ey
3. Fe(Jz.p) > Jr.ep

4. FoT + T

5. Fo(p1 AN pa) > 01 N opy

6. Fo(Vr.p) <> Vr.op
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10.
11.
12.
13.
14.
15.
16.
17.
18.
19.
20,
21.
22,
23,
2.
25,
26

217.

Fo—op and - o0 p — op
FDOe — ¢ and = Op — oy

Fo—opp and - @0, o — 0pp

['F o1 — oo implies T' F xp1 — xpg where x € {o,0,0,[0,0,}

Fol < L

o1V pa) 43 o1 V ops
Fo(Fz.@) <> Jx. 0

FOT < T

= O(p1 A ga) > Oy A Dy

F Oz . @) <> Vo.Op

Flp ¢ o

= op1 A ey — o1 A )

= o(pr = p2) Nepr — ey

F owp < (WF — op)

F 0w (1 V pa) 3 0ppr V o
Fow(Fr. @) <> Jz. 0
% % ¢ <> xp where x € {o,00,0,}
- WF < X .o X when k > 1
- WF & uX . o00X

F Op1 A 0wpa — Oul(p1 A 92)

=1 — 92) A1 — @2
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Proof. We prove them in order.

1-3) follows from (PROPAGATION), and (FRAMING).

4-6) are proved from (1-3) and that op = —e—p.

7) is proved by (PRE-FIXPOINT) that - ¢ V e o p — op.

8) is proved by (PRE-FIXPOINT) that - Cp — ¢ A e[op.

9) is proved by (KNASTER TARSKI) that - ¢ V e o, ¢ — o,¢.

10, when * is e) is exactly (FRAMING).

10, when « is o) is exactly Proposition [3.2]

10, when * is ©) requires us to prove I' F op; — opy. By (KNASTER TARSKI), it suffices

e~ o~ o~ o~ o~ o~ o~ o~

to prove I' F 1 V @ ¢ o9 — oo, which is proved by (7).

(10, when * is [J) requires us to prove I' - Op; — Ops. By (KNASTER TARSKI), it suffices
to prove I' F Oy — 1 A e0yy, which is proved by (8).

(10, when * is ©,,) requires us to prove I' = 0,01 — o,p2. By (KNASTER TARSKI), it
suffices to prove I' b 0,01 — @1 V @ ¢y, @9, which is proved by (PRE-FIXPOINT).

(11, “—=7) is proved by (KNASTER TARSKI).

(11,4=") is trivial.

(12, “—=") is proved by (KNASTER TARSKI), followed by (2) to propagate “e” through “Vv”,
and finished with (7).

(12, “<-") is prove by (10, when * is ©).

(13, “—=") is proved by (KNASTER TARSKI), followed by (3) to propagate “e” through “3”,
and finished with (7).

(13, “<=") is proved by (10, when * is ©).

14-16) are proved similar to (11-13).

17, both directions) are proved by (KNASTER TARSKI) followed by (PRE-FIXPOINT).

) is proved by (18) followed by (10).
20, “=") is proved by proving - WF — (¢, — ¢p), which is proved by (KNASTER
TARsKI) followed by (19).
(20, “<=7) is proved by (KNASTER TARSKI), followed by (2) to propagate “e” through “V”.

(

(

(18) is proved by op = —e—p and (PROPAGATION).
(19

(

After some additional propositional reasoning, we obtain two proof goals: Fop — @V eop
and F oWF — WF. The former is proved by (KNASTER TARSKI) and the latter is exactly
(PRE-FIXPOINT).

(21, “—=") is proved by applying (20) everywhere followed by (12).

(21, “<-") is proved by (10, when * is ©,,).

(22, “=") is proved by applying (20) everywhere followed by (13).

(22, ")

Y

is proved by (10, when % is ¢,,).
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(23, when « is o, “—”) is proved by (KNASTER TARSKI) followed by (7).

(23, when * is ¢, “<") is proved by (7) and (10).

(23, when « is [J, “—") is proved by (8) and (10).

(23, when * is [0, “<") is proved by (KNASTER TARSKI) followed by (8).

(23, when * is ¢, “—") is proved by applying (KNASTER TARSKI) first. Then we need to
prove = ¢, 0y 0 — @V 00, 00, By (PRE-FIXPOINT), we know F o, 0y ¢ — 00 V @ 0y 04 0.
Thus, it suffices to prove - ¢,V e0,0,0 — Voo, 0,p. By propositional reasoning, we just
need to prove F ¢, — @V 00, 0,0, By (KNASTER TARSKI), we know F ¢, — ¢ V 0y, ¢,
so it suffices to prove - pVeo, 0 — pVeo, o,p. Again by propositional reasoning, it suffices
to prove - 0o, o — © V @0, ¢, which can be proved by proving - e ¢, p — @0, 0y,
which is finally proved by (9) and (10).

(23, when * is ©,,, “<") is proved by (9) and (10).

Note it is sufficient to prove (24) only for the case k = 1.

(24, “—") is proved by applying (KNASTER TARSKI) and (PRE-FIXPOINT) first. Then we
need to prove b X .00X — ouX .ooX. Apply (KNASTER TARSKI) again, and finished by
(PRE-FIXPOINT).

(24, “<-") is proved by applying (KNASTER TARSKI) followed by (PRE-FIXPOINT).

(25, “—") is proved by applying (KNASTER TARSKI) followed by (PRE-FIXPOINT). Then
we obtain F pX .o0X — OuX .oOX. Apply (KNASTER TARSKI) on [, and we obtain
FuX . o0X — oduX .o0X), finished by (PRE-FIXPOINT).

(25, “4=7) is proved by (8), (10), and then apply Lemma [1.3]

(26) is proved by applying (KNASTER TARSKI) firstly. After propositional reasoning, we
obtain two goals: F i Ao,pa — 1V e(Hp Aoy ps) and = Ty Aoy, e — 0o Ve(Hp Acy,ps).
The first goal is easily proved by (8). The second goal is by unfolding “o,,¢5” and “Cp;”; and
then use (18).

(27) is proved by (8). QED.

Lemma 5.14. A ¢ @) = o implies TR = RL2MmL(A Fo @1 = ¢9).

Proof. We need to prove that all reachability logic proof rules in Figure [2.12] are provable in
matching p-logic.

(Ax10M). We prove for the case when C' # (). The case when C' = () is the same. Our goal,
after translation, is TRt = VA AVEIC — (o1 — @ 0, 2). By assumption, ¢ = s € A,
and thus we just need to prove TRF V(o) — 0, o) — (1 — @ 0y, p2), Which is trivial by
FOL reasoning.

(REFLEXIVITY). Notice that C' = () in this rule. Our goal, after translation, is TRt |-
VEA — (p = o), which is true by Proposition [5.6]
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(TRANSITIVITY, C' = (}). Our goal, after translation, is TR = VA — (91 — 0403). Our
two assumptions are IRt = VEA — (o1 — 0y02) and TREFVEA — (03 — 04403). From the
latter assumption and Proposition , we have TRt - VEHA — (Owpa — O O @3), and then
by propositional reasoning and the former assumption we have TRF = VEA — (01 — 040w 03).
Finally, by Proposition we have IRt = VA — (g1 — ©43), which is what we want to
prove.

(TRANSITIVITY, C # 0). Our goal, after translation, is 'Rt = VA A VolIC' — (p; —
® 0, p3). Our two assumptions are TRt = VA A VolOC' — (o1 — @ 0, 2) and TRE -
VEAAVEC — (3 — 0up3). From the first assumption, we have TR = VA AVolIC Ay —
VA A VolC A e ¢, s, and thus by propositional reasoning, it suffices to prove that
IRL = VEAAVOEC A ey, 0y — @0, 3. From the second assumption and Proposition (10)7
we know that TRt - e o, (VA A VEIC A 3) — 0, 043, which by Proposition [5.6{23),
implies TRt |- @ o, (VEIA A VEIC A ¢9) — @0, 3. Then, it suffices to prove 'Rt = VEIA A
VolIC' A @ ¢y, o2 — @0, (VEJA AVEIC A ). The rest is easy, since by Proposition [5.6(8), we
just need to prove 'Rt = VoA A VolIC A @ 0y, (03 — @ 0, (VEIA A VEIC A p3), which then by
Proposition [5.6(18) becomes TR - o(VEA A VEIC A 0,02) — © 0, (VA AVEC A p5), and
then by Proposition (10) becomes IR = VA A VEIC A 0ypn — 0 (VEA AVEIC A 3),
which is proved by Proposition [5.6{26).

(LoGgic FRAMING). We prove for the case when C' # (). The case when C' = () is the
same. Our goal, after translation, is TRt = VEIA A VolIC — (o1 A ) — @ 0y (02 A Y)).
Our assumption is 'Rt - VA A VolIC' — (¢1 — @ 9, ). Notice that FOL formula ¢ is
a predicate pattern, so F e ¢, (2 A Y)) <> (8¢, o) A1, and the rest is by propositional
reasoning. The condition that ) is a FOL formula (and thus a predicate pattern) is crucial
to propagate 1 throughout its context.

(CONSEQUENCE). This is the only rule where axioms in TRt is actually used. Again, we
prove for the case C' # () as the case when C' = () is the same. Our goal, after translation,
is TRE - VEA A Vo[C — () — @ 0y, 3). Our three assumptions include M = o, — !,
M E o, — @y, and TRE - VEA A VolC — (¢} — @0, ¢h). Notice that by definition of
I'RL we know immediately that ¢, — ¢} € TRt and ¢f, — ¢y € TR The rest of the proof is
simply by Proposition (10) and some propositional reasoning.

(CASE ANALYSIS). Simply by some propositional reasoning.

(ABSTRACTION). Simply by some FOL reasoning. Notice that VA and VEIC are closed
patterns.

(CIRCULARITY). We prove for the case when C' # (), as the case when C' = ) is the
same. Our goal, after translation, is TRt = VA A VolIC' — (1 — e 0, ¢3). By FOL
reasoning and Proposition (20,2,25), the goal becomes 'Rt = 1 X . o0X — VEHAAYOEC —
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V(o1 — @90, ¢2). By (KNASTER TARSKI) and some FOL reasoning, it suffices to prove
IRL = (VA A VoldC — V(g — @ 0y ) AVEIA AVOIC — (p; — @ 0y ). Our
assumption, after translation, is TRt = VA AVoLIC AVo (i) — @0, @2) — (01 — 0, 09), SO
it suffices to prove TRFoI(VEAAVOEC — V(@1 — 004,02)) AVEIAAVOEC — VEHAAVEIC A
Vo(p1 — @0, s), which by some propositional reasoning becomes 'Rt - o[J(VEHA A VolIC —
V(g1 — @0y p2)) AVEA A VolIC — Vo(p; — @ o, p2). By Proposition [p.6](8), it becomes
IRE = o[J(VIHA A VolC — V(o1 — @ 0y (0)) A oVEA A oVolIC — Vo(p; — e 0y, 93), and
by Proposition [5.6/5,6,10), it becomes TR = O(VEA A VolIC — V(01 — ® 0y, 199)) A VEA A
VolIC' — V(1 — @ 0y p2), which is proved by Proposition [5.6{27). QED.

Corollary 5.5. S by o1 = 5 implies TR = RL2MmL(S Fg 1 = o).
Proof. Let A= S and C = () in Lemma QED.
Lemma 5.15. TRt E RL2MmL(S g o1 = o) implies S FrL 01 = ©o.

Proof. Let T = (Mggg, R) be the transition system that is yielded by S. We tactically use
the same letter 7' to mean the extended YR-model M with e € Ycfg,cfg e interested
as the transition relation R. Then T F 'Rt because all axioms in 'Rt are about only the
configuration model M and says nothing about the transition relation R. Since M  T'“fe
(by definition), then T T'“. By condition of the lemma, T'F RL2MmL(S Fy @1 = ©3),
ie., T EVES — ¢ = ¢up9. By construction of T, for all rules ¢y = 1y € S, we have
T E 11 — ey (in MmL), which implies T' F VO(¢; — ©,%5), meaning that T' F VEIS.
Therefore, T'F 1 — o4 p2 (in MmL), which is exactly the same meaning as T' Egr. 1 = o
(in RL). QED.

Finally, we are ready to prove Theorem [5.15]

Proof of Theorem[5.17. Following the same road map as in the proof of Theorem [5.10, where
(2) = (3) is given by Corollary 5.5 and (5) = (6) is given by Lemma [5.15] The rest is by
the sound and (relative) completeness of RL. Notice that technical assumptions of [I2] are
needed for the completeness result of RL. QED.
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Chapter 6: REASONING ABOUT FIXPOINTS IN MATCHING p-LOGIC

Automation of fixpoint reasoning has been extensively studied for various mathematical
structures, logical formalisms, and computational domains, resulting in specialized fixpoint
provers and proof techniques for heaps |27, 113, 114] [1T5] 116, 117], for streams [118], for
term algebras [52], for temporal properties [119], for program reachability correctness [12],
and for many other systems and inductive/coinductive properties. However, in spite of great
theoretical and practical interest, there is no unifying framework for automated fixpoint
reasoning.

Using matching p-logic, we envision a unifying automated proof framework for fixpoint
reasoning, as shown in Figure [6.1] Proofs are done using a fixed set of proof rules that
accomplish fixpoint reasoning, in addition to standard FOL reasoning, domain reasoning,
frame reasoning, context reasoning, etc, for matching pu-logic, independently of the underlying
theory. This way, automated reasoning becomes proof search over the fixed set of proof
rules, taking as input a logical theory I'V that defines/encodes a certain logical system or
programming language L in matching p-logic. For efficiency, the framework implements
various proof strategies as heuristics that guide the proof search, each strategy optimizing
formal reasoning within a subset of logical theories.

We will present a prototype implementation of a unified proof framework for automating
fixpoint reasoning based on matching p-logic. We have seen in Chapter [5| that matching
p-logic has good expressive power and can serve as a foundation for a variety of logical
systems, including LFP, modal logic, modal pu-calculus, temporal logics (LTL, CTL, etc.),
and separation logic. In addition, matching u-logic patterns admit compact syntax and
convenient notations, which allow us to encode formulas in other logical systems almost
verbatim.

Much of the content in this chapter comes from [120].

6.1 OVERVIEW

Our unifying proof framework consists of three main reasoning modules: fixpoint, frame,
and context (Figure . The fixpoint reasoning module is the main one; the other two are
to help fixpoint reasoning work properly. Note that these three modules are generic, that is,
they work with all theories. Therefore, they accomplish fixpoint reasoning, frame reasoning,
and context reasoning for all logical systems defined as theories in matching p-logic.

The main challenge behind developing such a unifying proof framework is that the Hilbert-
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Figure 6.1: Unifying Proof Framework Based on Matching pu-Logic

style proof system H,, of matching p-logic in Figure is too fine-grained to be amenable for
automation. For example, consider (MODUS PONENS), which says that “k ¢ — ¢ and F ¢
implies - ¢”. (MODUS PONENS) requires the prover to guess a premise ¢, which does not
bode well with automation. When it comes to fixpoint reasoning, the (KNASTER TARSKI)

proof rule (also called Park induction [121]) for fixpoint reasoning

e/ X] =
(X ) =

is limited to handling the cases where the left-hand side of the proof goal is a standalone least

(KNASTER TARSKI)

fixpoint. It cannot be directly applied to proof goals in LFP or SL, such as ll(x,y)  list(y) —
list(x) (see Section [6.2.2)), where the left-hand side C[ll(z,y)] contains the fixpoint ll(x,y)
within a context C[] = O« list(y). An indirect application is possible in theory, but it
involves sophisticated, ad-hoc reasoning to eliminate the context C' from the left-hand side,
which cannot be efficiently automated.

Our fixpoint module addresses the above challenge by proposing a context-driven fixpoint
proof rule, (KT), shown in Figure (KT) is a sequential composition of several proof rules
that first (WRAP) context C' within the right-hand side 1, written C' —o v, and eliminate it
from the left-hand side, then apply inductive reasoning, and finally (UNWRAP) C' and restore
it on the left-hand side. The pattern C' —o 1, called contextual implication, is expressible
in matching p-logic and intuitively defines all the elements which in context C' satisfy .
The fixpoint module therefore makes contexts explicitly occur as conditions in proof goals.
Sometimes the context conditions are needed to discharge a proof goal, other times not. The
frame and context reasoning modules help to eliminate contexts from proof goals. Specifically,

frame reasoning is used when the context is unnecessary: it reduces - C[p] — C[¢] to
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¢ — 1. On the other hand, context reasoning is used when the context is needed in order
to discharge the proof goal, by allowing us to derive - C[C' —o 1] — 1. We shall discuss and
analyze the frame and context reasoning in detail in Section

We have not implemented any smart proof strategies or proof search heuristics, but only
a naive bounded depth-first search (DFS) algorithm. Our evaluation on the SL-COMP
benchmark shows that the naive bounded-DFS strategy can prove 90% of the properties
without frame reasoning, and 95% with frame reasoning (Section . This was surprising,
because it would place our generic proof framework in the third place in the SL-COMP
competition, among dozens of specialized provers developed specifically for SL and heap
reasoning. However, the remaining 5% properties appear to require complex, SL-specific
reasoning, which is clearly beyond the ability of our generic framework. We have also
considered only a small number of LFP and LTL proofs, which could all be done using
the same simplistic bounded-DF'S strategy; more powerful proof strategies will certainly be
needed for more complex proofs and will be developed as part of future work.

To evaluate our unified proof framework and prototype implementation, we consider
four representative logical systems for fixpoint reasoning: FOL with least fixpoints (LFP),
separation logic (SL), linear temporal logic (LTL), and reachability logic (RL), all of which have
been introduced in Chapters [2| and [5, We pick these four logics for their representativeness.
LFP is the canonical logic for fixpoint reasoning in the first-order domain. SL is the
representative logic for reasoning about data-manipulating programs with pointers. LTL is
the temporal logic of choice for model checkers of infinite-trace systems, e.g., SPIN [119].
RL is a language-parametric generalization of Hoare logic where the programming language
semantics is given as an input theory and partial correctness is specified and proved as a
reachability rule ¢p.. = 1,0 These four logics therefore represent relevant instances of
fixpoint reasoning across different and important domains. We believe that they form a
good benchmark for evaluating a unified proof framework for fixpoint reasoning, so we set
ourselves the long-term goal to support all of them. We will give special emphases to SL in
this this, however, because it gathered much attention in recent years that resulted in several
automated SL provers and its own international competition SL-COMP [122].

It would be unreasonable to hope at such an incipient stage that a generic automated
prover can be superior to the state-of-the-art domain-specific provers and algorithmic decision
procedures for all four logics, on all existing challenging benchmarks in their respective
domains. Therefore, for each of the domains, we set ourselves a limited objective. For SL, the
goal was to prove all the 280 benchmark properties collected by SL-COMP in the problem set
qf _shid_entl dedicated to inductive reasoning. For LTL, the goal was to prove the axioms

about the modal operators “always” [y and “until” ¢, U @5 in its complete proof system.
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For LFP and RL, our goal was to verify a simple imperative program sum that computes the
total of 1 to input n using both the LFP and RL encodings, and show that it returns the
correct sum n(n + 1)/2 on termination. We report what we have done in pushing towards

the above goals, and discuss the difficulties that we met, and the lessons we learned.

6.2 AUTOMATED PROOF FRAMEWORK FOR MATCHING p-LOGIC

We will propose a new set of higher-level proof rules (as shown in Figure that aim
at proof automation. The generic matching pu-logic prover simply runs a simple bounded
DFS algorithm over the higher-level proof rules. We first give an overview of the three key
reasoning modules offered by the automated proof rules in Section and then explain all
proof rules in detail in Section [6.2.4]

6.2.1 Fixpoint reasoning module

As discussed above, the existing (KNASTER TARSKI) rule has several limitations due to its
general nature, making it impractical for automation. Therefore, we consider two specialized

proof rules; (LFP) and (GFP), explained below. Let P be a recursive symbol defined by
P(Z) =1gp 3%1 . 01(Z,21) V - - V ATy . 010 (T, Ty (6.1)

where 7,74, ..., T, are variable vectors. To prove - P(Z) — 1 for some property 1, the
proof rule (LFP) firstly unfolds P(Z) according to its definition, and secondly replaces each
recursive occurrence P(%) (whose arguments ¢ might be different from the original arguments
Z) in ¢; by ¥[y/z], i.e., the result of substituting in ¢ the new arguments g for the original
arguments Z. Let us denote the result of substituting each ¢; as ¢;[¢)/P]. In summary, (LFP)
is the following rule (also shown in Figure :

3 g1 [W/Pl = - AT om[Y/Pl = ¢
P(%) — 1 (6.2)

(LFP)

Note that (LFP) generates m new sub-goals (above the bar), each corresponding to one case
in the definition of P. All sub-goals have the same, original property ¢ on the right-hand
side. Intuitively, (LFP) is a logical incarnation of the induction principle that consists of case
analysis (according to the definition of p) and inductive hypotheses (i.e., replacing p by the
intended property 1) on the left-hand side).
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6.2.2 Context reasoning module and contextual implication

Although (LFP) is more syntax-driven than the original (KNASTER TARSKI) rule, it still

has limitations. We illustrate them using a simple example in SL
Fll(x,y) * list(y) — list(x) (6.3)
where [l and [ist are defined as recursive predicates:

UW(z,y) =pemp Az =y VIz.z— 2zxl(z,y) (6.4)
list(z) =igp emp Az =0V Jz. 2 +— 2 * list(z) (6.5)

Intuitively, l(z,y) states that there is a singly-linked list from x to y and list(x) equals
to ll(x,0). Clearly, (LFP) cannot be applied directly to (6.3)), because the left-hand side is
not a recursive symbol, but a larger pattern ll(x,y)  list(y) in which the recursive pattern
ll(x,y) occurs. In other words, ll(x,y) occurs within a context in the left-hand side. Let
ClO] = O list(y) be the context pattern where O is a distinguished hole variable. We
rewrite proof goal to the following form using context C"

= Cll(x,y)] — list(z) (6.6)

Introducing contexts allows us to examine the limitations of rule (LFP) from a more structural
point of view. Clearly, (LFP) can only be applied when C' is the identity context, i.e.,
Cyq[d] = 0O, but as we have seen above, in practice recursive patterns often occur within a
non-identity context, so a major challenge in applying (LFP) in automated fixpoint reasoning
is to handle such non-identity contexts in a systematic way.

To solve the above challenge, we propose an important concept called contextual implication.
Recall that a context C' is a pattern with a distinguished variable denoted h, called the hole
variable. Note that we do not use the standard notation [J to denote the hole variable, to
not confuse it with the “always” operator Ly in LTL. We write C|p] as the substitution
Cle/h]. We say that C' is a structure context if C' =t A ¢ where ¢t is an application context
(Definition and v is a predicate (i.e., patterns equivalent to T or 1). For example,
h * list(y) Ay > 1 is a structure context (w.r.t. h) because separating conjunction x is
a symbol in matching p-logic (see Section . All contexts discussed here are structure
contexts.

A structure context C' is extensive in the hole position, in the following sense. An element

a matches C[p] where C' is a structure pattern and ¢ is any pattern plugged into the hole,
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if and only if there exists an element aq that matches ¢ such that a equals Clag]. In other
words, matching the entire structure C[p] can be reduced to matching the local structure
© and the local reasoning we make about ¢ at the hole position can be lifted to the entire
structure C[p]. Therefore, structure contexts allows us to do contextual reasoning.

Let C[O] be a structure context and ¢ be a pattern. We define contextual implication

w.r.t. C' and ¢ as the pattern whose matching elements satisfy ¢ if plugged into C.
Definition 6.1. We define conteztual implication C —o ¢ = 3h.h A (C[h] C ).

Recall that in matching p-logic, 3 means set union. Thus, C' —o 1) is the pattern matched by
all h such that C[h] C 1 holds, i.e., when plugged in C, the result C[h] satisfies property ).

The following is a useful result about contextual implications for structure contexts C"

(WRaP) context C'

F Cle] — ¢ o — (C — ) (6.7)

(UnwraP) context C

Note that C' —o ) is a pattern defined using the syntax of matching p-logic. It is not an
extension of matching pu-logic, but simply a convenient use of the existing expressiveness
of patterns to simplify (and automate) formal reasoning by “pulling the target out of its
context”.

Now, we revisit the SL example and look at proof goal . By wrapping the structure
context C[0J] = h * list(y), we transform it to the following equivalent goal, to which (LFP)
can be applied:

Fll(x,y) = (C —o list(x)) where C[O] = h * list(y) (6.8)

This way, contextual implication helps address the limitations of (LFP) by offering a systematic
and general method to wrap/unwrap any contexts, making proof automation based on (LFP)
possible.

We conclude the discussion on contextual implication with two remarks. Firstly, after
context C' is wrapped, the right-hand side becomes C' —o 1), which by (LFP) will be moved
back to left-hand side and replace the recursive occurrences of the recursive pattern (see
Equation , where 1) becomes C' —o 1)). Therefore, we need a set of proof rules to handle
and match those contextual implications that occur on the left-hand side using pattern
matching. This is explained in detail in Section [6.2.4]

The second remark is that our contextual implication generalizes separating implication
¢ — 9 (the “magic wand”) in SL. Indeed, let context C,[0J] = O ¢, then we have ¢ —x 1) =

C, —o 9. In other words, SL magic wand is a special instance of contextual implication,

138



where the underlying theory is I'> and context C[J] has the specific form O * ¢ where h
occurs immediately below the top-level * operator, and the SL proof rule (ADJ) |26, pp. 5],
ok — Y iff F oy — (p =« 1), is also a special instance of (WRAP) and (UNWRAP).
However, contextual implications are more general, because they can be applied to any
ML theories and any complex contexts C[(J], e.g., to entire program configurations (see
Section [2.14)) not only heaps.

6.2.3 Frame reasoning module

Another advantage of having an explicit notion of context as shown above, is that frame
reasoning can be generalized to all structure contexts C'. In the following, we compare the
frame reasoning in separation logic for heap contexts (left, also called (MONOTONE) in [26])

and the general frame reasoning in matching u-logic for any contexts C' (right):

Y Our (FRAME) rule Y
P * Drest — w * Prest C[QO] — C[w] (69)

(FRAME) rule in SL

Clearly, the SL (FRAME) rule a special instance of our (FRAME) rule, where C[0] = [ % g
Our (FRAME) rule is more general and can be applied to any theories and complex contexts.
We conclude the discussion on frame reasoning with a remark about framing for Hoare-style

program correctness using SL as an assertion logic, which has the following form:

¢ {code} ¢
© * Prest {code} V¥ * @ if code does not modify Vs

(6.10)
where V,es = free Var(¢rest). If we instantiate code by the idle program skip, then (FRAME)
in SL becomes an instance of (FRAME ON PROGRAMS). While (FRAME ON PROGRAMS) is

(FRAME ON PROGRAMS)

certainly convenient in practice, we would like to point out that it is language-specific and
generally unsound. Indeed, the rule and its side condition itself suggest that the language
has a heap and code can modify pointers, which may not be the case for some functional,
logic, or domain specific languages. Also, if the language has a construct get_memory () that
returns the total memory size, which we can find in most real languages, and code requires
exactly say 8GB of memory space as specified by 1, then ¢ % @, {code} ¢ % @ does
not hold for any nonempty @5, so the rule is unsound. In other words, the (FRAME ON
PROGRAMS) proof rule is a privilege of certain toy programming languages, or abstractions
of real languages, whose soundness must be established for each language on a case by case

basis. In contrast, (FRAME) in matching u-logic is universally sound for all logical theories
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and thus programming languages whose semantics are defined as matching p-logic theories.
If one’s particular language allows a proof rule like (FRAME ON PROGRAMS), then one can

prove it as a separate lemma and then use it in proofs.

6.2.4 Framework description

We present and discuss the automated proof rules in the framework, as shown in Figure
The framework is parametric in a theory I, and it proves implications, i.e., ' ¢ — . A
proof rule consists of several premises written above the bar and a conclusion written below
the bar. Our prover takes the proposed proof rules and axioms in theory I' and reduces
the (given) proof goal by applying the rules backward, from conclusion to premises. New
sub-goals will be generated during the proof. When all sub-goals are discharged, the prover
stops with success. Therefore, our prover is essentially a simple search algorithm over the set
of proof rules.

Before explaining the proof rules, we define some terminology. A structure pattern is a
pattern built only from variables and symbols. A conjunctive (resp. disjunctive) pattern
is a pattern of the form p3 A+ A, (resp. 1V ---V p,), where ¢1, ..., p, are structure
patterns. In Figure [6.2 we assume p is a recursive symbol defined by p(Z) =i, V/; i where
each ¢; denotes one definition case.

(ELIM-3) is a standard FOL rule that simplifies the left-hand side by removing existential
variables. Note that the side condition x & freeVar(iy) is necessary for the soundness
of the rule, but it can be easily satisfied by renaming the bound variables to some fresh
ones. Therefore, by applying (ELIM-3) exhaustively, we can obtain a left-hand side that is
quantifier-free at the top.

(SMT) does domain reasoning using SMT solvers such as Z3 [123] and CVC4 [124], where
recursive symbols are treated as uninterpreted functions. Note that (SMT) is the only proof
rule that finishes the proof, so it is always tried first. In practice, goals that can be proved
by (SMT) are those about the common mathematical domains such as natural and integer
numbers, using the underlying theory I'. We write Fgyr ¢ — 9 to mean that ¢ — v is proved
by SMT solvers.

(PM) uses the pattern matching algorithm, pm, to instantiate the quantified variable(s) g
on the right-hand side. The algorithm pm will be discussed in Section [6.4.3] The algorithm
returns a match result as a substitution 8, which tells us how to instantiate the variables g. If
match succeeds, the instantiated proof goal ¢ — 10 should be immediately proved by (SMT).

Note that the soundness of our proof framework does not rely on the correctness of the

matching algorithm, because (PM) is basically a standard FOL proof rule and holds for any
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(ELIM-3)

(SMT)

(MATCH-CTX)

(Fz.p) =2

Y if x ¢ freeVar(y)

o= if Faur o = ¥
Chrest [90/9] —

~ p p where (Chest, 0) = cm(C,, C", 3)
Colvj . (C" = )] = ¢ t

(on) %where 0 € pm(p, 1, y) matches ¢ with
o =
(FRAME) Cle] — C[Y]
p = Clypi] N |
(UNFOLD-R) ¢ — C[p(%)] where p(&) =i V; o1
(KT) (the sequential compositions of the next 5 rules)
p(@) = (C —¢)
(WRAP) Clp(z)] —
p(@) = Vy. (C — ) _ N
(INTRO-Y) (@) = (C — 9) where § = freeVar(y) \ T
- @iV (C —o ) [p] = Vg . (C — 1)
(LFP) p(E) = V5. (C —9)
p—(C—y) |
(ELIM-Y) = Vy.(C — 1) iy & frecVar(p)
Clo] = 4
(UNWRAP) v — (C — 1)

Procedures pm and cm are defined in Sections [6.4.2| and [6.4.3

Figure 6.2: Automatic Proof Rules for Fixpoint Reasoning
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substitution #. The matching algorithm is a heuristic to find a good 6. We rely on the
external SMT solver to check the correctness of the match result given by the matching
algorithm, through rule (SMT).

The combination of (PM) (based on the pattern matching algorithm pm) and (SMT)
(based on SMT solvers) gives us the ability to do static reasoning about structure patterns.
In separation logic (SL), for example, structural patterns correspond to spatial formulas
built from the heap constructors emp, — , and *, whose behaviors are axiomatized as
the algebraic specification given in Section where * is associative and commutative
and emp is its unit. If the matching algorithm pm does not support matching modulo
associativity (A), commutativity (C), and unit elements (U), then it cannot effectively
discharge (separation logic) goals that are provable. In general, matching modulo any
(given) set of equations is undecidable [125], so in this work, we implement a naive matching
algorithm that supports matching modulo associativity (A-matching), and matching modulo
associativity and commutativity (AC-matching), which turned out to be effective so far.

(UNFOLD-R) unfolds one recursive pattern p(Z) on the right-hand side within any context C'
(satisfying mild conditions for contextual implication in Section following its definition
p(Z) =1p V; wi- The technical conditions guarantee that disjunction distributes over the
context, so C[V, ¢i] =V, Clgi]. Therefore, after applying (UNFOLD-R) we need to prove one
of the new goals ¢ — Clyp;].

(KT), named after the Knaster-Tarski fixpoint theorem [21], is a sequential composition of
five proof rules shown in Figure 6.2f (WRAP), (INTRO-Y), (LFP), (ELIM-Y), and (UNWRAP).
We explained the core proof rule (LFP) in Section [6.2.1] We explained in Section why
we need (WRAP) and (UNWRAP) and showed how they help address the limitations of (LFP),
so here we only present their formal forms. (INTRO-V) and (ELIM-V) are standard FOL rules.
(INTRO-V) strengthens the right-hand side and thus makes the subsequent proofs easier,
because the (strengthened) right-hand side will be moved to the left-hand side by (LFP).
Then after (LFP), we apply (ELIM-Y) to restore the right-hand side to the form right after
(WRAP) is applied (note the premise of (WRAP) is the same as the premise of (ELIM-V)).

There is a challenge raised by applying (LFP) on goals whose right-hand side are contextual
implications, because those contextual implications are moved to the left-hand side by (LFP)
and then block the proofs, because (so far) we have not defined any proof rules that can
handle contextual implications on the left-hand side. This will be solved by (MATCH-CTX)
which is explained below.

(MATCH-CTX) deals with the (quantified) contextual implication V. (C" —o ¢') on the
left-hand side introduced by (LFP) and is one of the most complicated proof rule in our

proof system. Note that (LFP) does the substitution [V7.(C' —o ) /p|, which means (see
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Section to replace each recursive occurrence p(z’) (where ' might be different from the
original argument Z) by (Vg.(C —o v))[Z'/Z], whose result we denote as Vg . (C' — ). The
number of contextual implications on the left-hand side is the same as the number of recursive
occurrences of p in its definition. (MATCH-CTX) eliminates one contextual implication at a
time, through a context matching algorithm cm, which will be discussed in Section [6.4.2]
Here, we give the key intuition behind it.

When can a contextual implication C" —o 1)’ be eliminated? Recall Definition [6.1], which
defines C" —o )" to be the set of elements h such that C’[h] satisfies ¢’. Therefore, we have

the following key property about contextual implications:
FC'C —o ] = (6.11)

This property is not unexpected. Indeed, C’ —o ¢/’ is matched by any elements that imply ¢’
when plugged in context C’. The above is a direct formalization of that intuition.

In principle, can be used to handle contextual implication on the left-hand side.
If contextual implication €’ —o 1) happens to occur within the same context C’, then we
can replace C'[C" —o )| by 1)/, using and standard propositional reasoning. However,
situations in practice are more complex. Firstly, contextual implication can be quantified,
e, Vy.(C" — 1), so we need to first instantiate it using a substitution 6, to C' —o ¢'6.
Secondly, the out-most context C, might contain more than needed to match with C'6. So
after matching, the rest, unmatched context, denoted C.s, stays in the proof goal. The
context matching algorithm cm (Section implements heuristics to find a suitable
substitution 6 such that C’6 matches with (a part of) the out-most context C,, and when
succeeding, it returns 6 and the remaining unmatched context Clg;.

(FRAME) is to support frame reasoning. In contrast to (MATCH-CTX), which uses the outer
context to simply the contextual implication, i.e. it says the context does matter, (FRAME)
is to remove the outer context, which does not matter.

We conclude by the soundness of the proof rules in Figure [6.2]

Theorem 6.1. If ¢ is provable from I' using the proof rules in Figure then ¢ is provable
from I' using the proof system H, in Figure plus the proof rule (SMT).

Proof. (ELIM-3), (PM), (INTRO-V), (ELIM-V) can be proved by standard FOL reasoning,
which are supported by the proof system #,. Rules (LFP) and (UNFOLD-R) can be proved by
standard fixpoint reasoning, also supported by #,. Rules (FRAME), (MATCH-CTX), (WRAP),
and (UNWRAP) rely on the properties of structure contexts. QED.

Combining Theorem [6.1] with Theorem [£.1 we conclude that our proof framework is sound,
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assuming that the SMT solvers used in the proof rule (SMT) are sound.

Theorem 6.2. If ¢ is provable from I' using the proof rules in Figure then I' E ¢,
assuming the soundness of the SMT solvers used in the proof rule (SMT).

6.3 EXAMPLES

We have so far explained our proof rules. Next, we show how these rules are put into
practice by using them to prove several example proof goals collected from the various logical
systems. Our objective is to help the reader understand better our proof framework and
some subtle technical details, to show that the proof rules in Figure [6.2] are designed carefully
to capture the essence of fixpoint reasoning, and to show that our proof method is general

and can be used to reason about fixpoints that occur in various mathematical domains.

6.3.1 A basic SL example

We first prove = li(z,y) — lr(x,y) where

Uz, y) =1gp (x =y ANemp)V (z £y AIt.x—txll(ty)) (6.12)
Ir(z,y) =1gp (x =y ANemp) V (z £y AJt.lr(x,t)xt—y) (6.13)

The proof tree is shown in Figure[6.3] Since the left-hand side li(z,y) is already a recursive
pattern, the (WRAP) rule does not make any change. Therefore, we apply directly the (LFP)
rule and get two new proof goals. One goal, shown below, corresponds to the base case of
the definition of ll(x,y):

F(z=yAemp) = Ir(z,y) (6.14)

The other goal corresponds to the inductive case and is shown in the second last line in
Figure [6.3] For clarity, we breakdown the steps in calculating the substitution [Ir(z,y) /]
required by (LFP) below:

Fll(z,y) = lr(x,y) proof goal, before (LFP) (6.15)
F(3z.xw—zxll(z,y) Ao #£y) = Ir(x,y) phantom step 1: unfolding (6.16)
F(3z.2— zxlr(z,y) Nz #y) — Ir(x,y) phantom step 2: substituting Ir for [l (6.17)

Now, the base case goal can be proved by applying (UNFOLD-R) to unfold the right-hand side

Ir(xz,y) to its base case and then calling SMT solvers. The inductive case (after eliminating
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True
Ir(z,w)xw—=yAz£yhe£y—zZyNr(z,w)xw—y
Ir(z,w)xw—yAzZyAz£y—cFyAI.lr(z,t)xt—y
Ir(z,w)xwr—yAz#yAz#y—lr(z,y)
x>z (Vo. (O —olr(z,w)))xw—=yAzZyAe £y —lr(z,y) (1)
Jw.z 2% (Vo (O —olr(z,w))xw—yAzEyAz £y —ir(z,y)
Jw. (Vo . (C" —olr(z,w)))xw—yAz#£y— (C—olr(z,y))

Jw. (Ve (C' —olr(z,w)))xw—yAz#£y—Vo. (C —olr(z,y))

Ir(z,y) > Vo . (C —olr(z,y))

SMT
PM

UNFOLD-R

MATCH-CTX

ELIM-3
UNWRAP

ELIM-VY
LFP

i:;jg_v Ir(z,y) = (C —o lr(z,y))
x> zxlr(z,y) Ne #y = lr(z,y)
ELIM-3

z.x— zxlr(z,y) Ao £y — lr(x,y)

o W(z,y) — Ir(z,y)

where ClOj=zw— zxOAx#y
C'0=z—zxhAz#w

Figure 6.3: Proof Tree of - ll(x,y) — Ir(z,y)

Jz from left-hand side), -z +— 2z *x Ir(z,y) Ax # y — Ir(z,y), contains a recursive pattern
Ir(z,y) within a context C[h] = 2 — 2z * h Az # y. Therefore, we (WRAP) the context and
yield contextual implication C' —o Ir(z,y) on the right-hand side, and quantify it with Vz by
(INTRO-V). Then (LFP) is applied, yielding two sub-goals, one for the base case and one for
the inductive case. We omit the base case and show the following breakdown steps for the

inductive case, for clarity:

Fir(z,y) — (C —o lr(z,y)) proof goal, before (LFP)
(6.18)
F(Qw.lr(z,w)xw—yAz#y)— (C —olr(z,y)) unfolding
(6.19)
F(Qw. Vo (C —o lr(z,y)))[w/ylxw—yAz # y)—(C —o Ir(z,y)) substituting
(6.20)

where (Vz . (C' —o Ir(z,y)))[w/y] =Vz.(C" —o Ir(x,w)) and C'[h] = x +— z* h A x # w.

Now the proof proceeds by (UNWRAP)-ping the context C' on the right-hand side and
moving it back to the left-hand side, and eliminating the quantifier 3w by (ELIM-3). Then
the proof goal becomes the following (i.e., (f) in line 5, Figure [6.3):

= zx (Vo . (C" —olr(z,w)))sw—=yAz#£yAe £y —r(z,y) (6.21)
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True
Ir(z,w,s3) x ¢ — Ir(z,w,s3) xw— yAs=ssU{w} Az £y
Ir(xz,w,s3) * ¢ — sy . lr(x,t,84) xt >y As=sqU{t} Az £y

SMT
PM

O -
UNFOLD-R Ir(z,w,s3) * ¢ = lr(z,y,s)
MATCH-CTX
. z = zx (Vavs. (C" —o lr(z,w, s))) * ¢ — lr(x,y,s) 1)
UNVf;,IANP[’_ x> z* (Fwdsy . (Vavs. (C" —o lr(z,w,s))) * §) A s=s1U{z} Ax # y = lr(z,y, s)
v JwIsy . (Vavs. (C" —o lr(z,w,s))) xw— y Asy=ssU{w} Az #y — (C —o lr(x,y,s))
ELIM-

JwIsy . (Vavs. (C" —o lr(z,w,s))) * w— y A sy=s3U{w} Az #y — VaVs. (C —o Ir(z,y, s))
Ir(z,y,s1) = Vavs. (C —o lr(x,y,s))
Ir(z,y,s1) = (C —o lr(z,y,s))
x> zxlr(z,y,81) As=siU{z} Az £y — lr(x,y, s)
Fz3s1 . x = zxlr(z,y,81) As=s1U{a} Ax £y — Ir(z,y, s)
(x,y,s) = lr(z,y,s)

LFP

INTRO-VY
WRAP

ELIM-3
LFP

where ClU=az—2x0As=siU{z} Az #y
C'O0)=ClO)w/y,s2/s1] =x = zxOANs=syU{z} Az #w
p=w—ryAsi=sosU{wlAz#yAs=siU{z} ANz #y

Figure 6.4: Proof Tree of - ll(x,y,s) — lr(x,y,s)

At this point, the quantified contextual implication on the left-hand side is instantiated and
matched by (MATCH-CTX), which calls the context matching algorithm cm, introduced in
Section Intuitively, the algorithm uses heuristics to produce an instantiation for Vz (in
this case, it happens that the algorithm instantiates Va to x) and then checks if the out-most
context C, of (1) implies the (instantiated) context C’, where C,lh| = z +— zx hx w —
ynhz#yAz #y.

Note that context C’ consists of a structure pattern x — z and a logical constraint x # w.
The structure pattern is already matched in C,. The logical constraint can be implied
from C,, which has two structure patterns x — 2z and w +— y, and using the basic SL
axiom /property xq — y* X9 — 2 — X1 # 3. Therefore, (MATCH-CTX) is applied successfully,
and the rest, unmatched context of C, is left in the goal (line 4 of Figure and proved in

the subsequent proofs.

6.3.2 A more complex SL example

The previous simple example does not illustrate the usage of (INTRO-V), because (MATCH-
CTX) applied to goal (f) in Figure 6.3 decides to instantiate Vo by x, which means that the
proof could also work without (INTRO-V). In this section, we show a slightly more complex
example that shows the necessity of (INTRO-V).

Consider the following slightly modified definitions of Il and Ir that take a third argument
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True
Tty okt > tax UE(to,2) = & >ty kb1 > ty % IE (¢, 2)
x>ty okt > to k UE(t, 2) = JurTug . ¢ — ug * ug — ug * UE (ug, 2)

SMT

UNFOLD-R
x>ty kb >ty x UE(tg, 2) — UIE(x, 2)
MATCH-CTX
. x>ty xty > tax (V2. (C —o lE(t2,2))) x Oy, z) = UE(x, 2)
ELIM-

Jt1Fte . x>ty x by = tax (V2. (C —o lIE(t2, 2))) * UIO(y, z) — UE(x, 2)
Ft1Tte . x>ty kb = tax V2. (C —o lE(t2,2)) = (C —o lIE(z, 2))
Ft1 Tt . x>ty xty =ty x V2. (C —o lIE(te, 2)) — (C —o llE(x, 2))
0(z,y) = Vz.(C — llE(z, 2))
O(z,y) = (C — llE(z, 2))
HO(z,y) x lO(y, z) = UE(z, 2)

UNWRAP

ELIM-Y
LFP

INTRO-Y
WRAP

where C[O] =0x*0(y, 2)

Figure 6.5: Proof Tree of - llO(x,y) x llO(y, z) — lE(x, z)

s denoting the set of elements in the list segment:

Uz, y,s) =1gp (x =y AempAs=0)V Iz Tsy . x—xq x l(x1,y,51) A s=s1U{x} A zy
(6.22)

Ir(z,y,s) =1p (x =y AempAs=0)V Iy 3s;.lr(z,y1, $1) * y1—=y A s=s1U{y1} A ay
(6.23)

Its proof tree in Figure is similar to the one in Figure 6.3 except that the use of
rule (INTRO-V) is necessary for the proof to succeed, because we need to instantiate the
quantifier Vs of goal (1) in Figure , line 5, with a fresh variable s3 in the application of
rule (MATCH-CTX). Suppose there is no application of rule (INTRO-V). Then, we will have

x> 2% (Cf —o lr(z,w, s))xw — yAsy = ssU{w}Az #yAs =sU{z} Az #y = lr(z,y,s)

(6.24)
where C'[0] = z +— zxOAs = ssU{x} Az # w. So we cannot match s=s;U{z} As;=soU{w}
in the outer context with s=s,U{x} in the inner context. In other words, we cannot eliminate

the inner context and the proof will get stuck.
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6.3.3 A SL example featuring mutual recursion

Mutually recursive definitions are in general defined as:

P1(T1) =1p 3%11 - 11 (U1, T11) V -+ V Iy - Py (U1 Timy )
(6.25)

Pe(Tk) =1tp ITk1 - 1 (Ur, Tr) V- -V FTkmy - P (Tkos Thomy,)
which simultaneously define k recursive definitions py,...,ps to be the least among those
satisfy the equations. Our way of dealing with mutual recursion is to reduce it to sev-
eral non-mutual, simple recursions. We use the following separation logic challenge test
qf _shid_entl/10.tst.smt2 from the SL-COMP’19 competition [122] as an example. Con-

sider the following definition of list segments of odd and even length:

HO(z,y) =p =y VIt.x—txIE(Yy)
UE(z,y) =1gp Jt.x — txUO(t,y)

(6.26)

and the proof goal - [lO(x,y) * lO(y, z) — lIE(x, z).
To proceed the proof, we first reduce the mutual recursion definition into the following two
non-mutual, simple recursion definitions, which can be obtained systematically by unfolding

the other recursive symbols to exhaustion.

HO(x,y) =1p © — y V I Fta. 2 — ty xt1 — to x 11O(ta,y) (6.27)
UE(z,y) =14p Jt13ta. T — t1 x 1 > to * UE(ta,y) (6.28)

Then, the proof can be carried out in the normal way. We show the proof tree in Figure |6.5]

6.3.4 An LTL example

We demonstrate the generality of our proof method by showing how to prove the induction
proof rule of the sound and complete proof system of LTL (Figure . Recall that LTL can
be defined as a matching p-logic theory (Section .

Consider the following LTL rule for induction: + p A O(p — op) — Op. Since the “always

[J” operator is defined as a greatest fixpoint Ly =g¢, ¢ A oLy, we need a set of proof rules
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True
p A (p— op) Aod(p — op) — op A old(p — op)
p AO(p — op) — op Aod(p — op)
pADO(p — op) = o(p AD(p — op))
pADO(p — op) = pAo(p AD(p — op))
pAO(p — op) — Op

SMT

UNFOLD-L
oA

PM

GFP

Figure 6.6: Proof Tree of - p A O(p — op) — Op

dual to those in Figure [6.2] where the key rule, (GFP) (dual to (LFP)), is shown below:

© = Yilp/q]

(GFP) © — q(79)

() =etp V i (6.29)
(GFP) is used to discharge the right-hand side Op of the proof goal. We show the self-
explanatory proof tree in Figure[6.6] Note that during the proof we use the distributivity
law provided by the theory '™t in Section [5.9.1, denoted as proof step (oA) in Figure

6.3.5 A verification example from RL

We have discussed RL and showed its matching p-logic theory in Section [5.11 Here, we
use one example to illustrate how reachability reasoning, i.e. formal verification, can be
handled uniformly by our proof framework. Before we dive into the technical details, let
us remind readers that in RL, structure patterns are used to represent the program states,
called configurations in RL, of the programming language (Section . The reachability
property ¢1 = o then builds on top of the structure patterns and defines the transition
relation among program configurations.

We use the following simple program sum to explain the core RL concepts.
sum = while (--n) {s=s+n;}

The program sum is written in a simple imperative language that has a C-like syntax. It
calculates the total from 1 to n and adds it to the variable s. Its functional correctness means
that when it terminates, the value of variable s should be s+ n(n — 1)/2, where s and n are
the initial values we give to the variables s and n, respectively.

In order to execute sum, we need to know the concrete values of s and n. This semantic
information is organized as a mapping from variables to their values and we call the mapping
a state. Knowing the program and the state where it is executed allows us to execute

the program to termination. Thus, a program and a state forms a complete computation
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configuration for this simple imperative language and the configurations can be represented
using structure patterns that hold all the semantic information needed for program execution.
For example, let us write down the initial and final configurations of sum where we initialize

s and n by the integer values s and n, respectively:

Ppre = <<Sum>code<n'_>n’ SH8>state>cfg Amn=l (63O>
SOPOSt = <<.>code<n'_>0’ SH>s + n(n - 1)/2>state>cfg (631)

Following RL convention, we write configurations in cells such as (... )coge, (- - - )state; from
a logical point of view, these are simply structure patterns and are built from ML symbols
in the same way how FOL terms are defined. The functional correctness of sum states the
following: if we start from the initial configuration ¢,,. and the program terminates, then the
final configuration is ¢,.s, where there is nothing to be executed anymore (as denoted by the
dot “-”, meaning “nothing”, in the (... )qe cell), n is mapped to 0, and s is mapped to the
correct total s +n(n — 1)/2. This functional (partial) correctness property can be expressed
by the reachability property @pre = @post- According to Section , Ppre = Ppost 15 equal to
Opre = (WF = 0pp05t), where WF = ;X . 0X is matched by all well-founded configurations
(i.e., those without infinite execution traces) and o@,,ss = X . ppost V X is matched by all
configurations that eventually reach ¢, after at most finitely many execution steps. This
encoding correctly captures the partial correctness.

We now prove that sum satisfies the correctness property ¢, = @post- We put the proof
tree in Figure and explain it at a higher-level below. Intuitively, the proof works by
symbolically executing the program step by step and applying inductive reasoning to finish
the proof as soon as repetitive configurations (i.e., those generated by the while-loop in sum)
are identified during the proof. Each symbolic execution step corresponds to a reachability
property that can be proved about sum. While we proceed with the proof and carry out
symbolic execution, we collect the proved reachability properties so that they can be used
(by induction) to resolve the proof goal about the while-loop.

The proof goals have the form S U .S; = ¢; — 1; where S is a set of RL rules that include
all the reachability rules axiomatizing the small-step style operational semantics of the
language and .S; include those representing the results of ¢-step symbolic execution. Initially,
the functional correctness proof goal is SU{@pe = @pre} F @pre = Ow ¢, where 9 is the
final configuration ,,s rewritten using the recursive predicate SUM(I, u, b, s), meaning the
partial-sum relation: s = b+ (u+ (u — 1) +--- 4+ 1). Pattern ¢, — @y corresponds to
the symbolic execution reachability rule (i.e., lemma) that we can prove by executing the

initial configuration ¢,,. by 0 step. As the proof proceeds, more symbolic execution steps
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S F True
Sksum(1, n}, s, sp)—=s]=s1+nfAnf=n1—1Asum(1, n], s, s2)

SMT

PM

Sksum(l, n}, sh, s2)—323y . y=s1+xAz=ni—1Asum(L, =, y, s2)
UNFOLD-R

S - True Sk sum(l,nf,s],s2) = sum(l,ny,s1,s2)
SMT ———————— PM ,
Stz = e SEOY = wpan
A S— MATCH-CTX
Sk 3 = ¢fin S}—anv‘sl.(CAogpﬁn)/\apAl*)gaﬁn
FRAME ——— FRAME n 4
S edpl — e3pg, S F e*(Vn1Vs1 . (C —o @fin) A ws) — 0> 01
UNFOLD-R —— UNFOLD-R "
. S+ 30l — ot St e%(Vn1Vs1 . (C — 9an) A pa) = @fin
FOL ce
Sko*(Vn1Vsy . (C — Apﬁn))/\ﬂskpé*)wﬁn S+ o (Vn1Vsy . (C — @fin)) A oty — Phin

APP-SYM

S U {ppre = (cstpé \ .4cp4)} F o*(VnqVsy . (C = @fin)) A ¢pre = Pfin
UNWRAP

SU {ppre = (0304 Vv otp)} ot (Yn1¥sy . (C — wpn)) = (C — wpn)

ELIM-V :
S U {ppre = (.3tpé v etpy)} F ot (Vn1Vsy . (C —o Pfin)) = Yn1Vs1 . (C — pgy)
LFP

SU {ppre = (8305 Volo)} - uf. ot f = ¥n1Vsy . (C — ¢p,)

INTRO-V Y 1 1
S U {ppre = (0795 V e pa)} b puf. o f — (C — vpp)
WRAP

SU {gpre = (03¢5 V orps)} F opre = (uf. ot f — 05in)
SYM

S U {epre = (.3‘?9/3 Vv ’34(’3)} F opre = (f. o3 f— ‘Pﬁn)
SYM

SU {ppre — 02(¢h V 92)} F @pre = (uf. 0% f — ©5n)
S U {ppre = ®p1} = @pre = (uf. 0 f — Wﬁn)

SYM

SYM

S U {ppre = wpre} = wpre = (uf- o f = ©fn)
S U {ppre = @pre} F pre = ¥

REACH

suM(l, u, b, s) =1ep (I>uAs=b)V(Ib13u1 . by=b+ui Aur=u—1Asum(l, u1, b1, s))

¥ = InoIsy . <<->code<n»—mg, s»—>52>state>cfg Ang =0Asum(l,n1,s1,52)

' = IngIso . <<->code<ni—>n2, SH52>state>cfg Ang =0AsuM(l,n),s],s2)

Y1 = <<n77; cond>code<m—>n17 s»—)sl>state>cfg Ang >1 sum = while(-n){s=s+n;}
2 = <<cond>code<n>—>n'17 S’_}Sl>state>cfg Anyg > 2 cond = if (n>0) {s=s+n;sum}
©h = <<cond>code<m—>n’l, s»—>51>state>cfg Anp =1 body = s=s+n;sum

p3 = <<body>code<n>—>n'l, s»—>sl>state ctg N1 >1 ClOl = gpre AR

0y = <<'>code<n'_)n/17 S'_)51>state>cf Any 21 ny =n1—1

P4 = <<sum>code<n»—>n’1, s»—>s’1>statjcfg Anig >1 si=s14+n—1

Figure 6.7: Verifying Functional Correctness of sum using Reachability Rules

are carried out and more lemmas are proved. The following domain-specific rule is used to
carry out symbolic execution and flush the newly-proved lemmas/rules that summarize the

semantics of SUM into S;:

SUSkE o= (uf.of f— 0v)

(5v31) SU{p = ¢t —= (uf.of f— 0v)

if S, # 0 Ai > 1 where (Sk,j) = NEXT(¢)
(6.32)

where NEXT takes the current symbolic configuration, executes it according to the semantics
S, and outputs a rule that specifies the step (implemented similarly to [3]) and the number
of steps taken. We stop execution when the code cell {...)..qe becomes empty (as in the case
of ¢}) or contains the same code as that of ¢, (as in the case of y,). The collected rules
(e.g. {©pre — (830 V @1 py)}) will be used to simplify o, later (e.g. as in the application of
(APP-SYM)).
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6.4 ALGORITHMS

Our generic matching p-logic prover runs a simple DFS algorithm on top of the proof rules
in Figure[6.2] In this section, we show the top-level DFS algorithm in Figure [6.8f We also
show the pattern matching algorithms used by the proof rules (PM) and (MATCH-CTX) in

Figure

6.4.1 Top-level DFS proof search algorithm

The top-level proof search algorithm in Figure starts with procedure Prove on the goal
F ¢ — 1, which uses two counters cgy, cxr, both initialized to zero, to keep track of how many
times (UNFOLD-R) and (KT) have been applied. Proof search terminates (unsuccessfully) if
they exceed the preset search bounds, so the proof procedure is incomplete, which is expected.
Specifically, the algorithm consists of two cases: (Base Case) and (Recursive Call).

For (Base Case), procedure BasicProof is the exit point of the algorithm. For each proof
goal, it firstly attempts a basic proof, i.e., to discharge by applying rule (PM) and then
querying an SMT solver, where recursive symbols are treated as uninterpreted as in (SMT)
proof rule. Intuitively, this step succeeds if the proof goal is simple enough such that a proof
by matching can be achieved.

For (Recursive Call), when a basic proof fails, we collect all possible transformations of
the proof goal, using (KT), (UNFOLD-R) rules, into a disjunction of conjunctions of sub-goals
OrSet (i.e., a set of goal sets)—here, we only present the least fixpoint reasoning. The current
proof goal can be successfully discharged if there is one set Obs € OrSet whose goals can all
be proved. The realization of the proof rules in our algorithm is straightforward, except for

two noteworthy points:

1. (KT) applications will exhaustively search for all possible candidates.

2. When a proof goal has an unsatisfiable left-hand side, the proof goal is trivially true,
which is denoted trivially true in Figure and is removed immediately.

Figure essentially implements a (bounded) depth-first proof search, so the order in
which the sets of goals Obs € OrSet are tried may affect performance greatly but not
effectiveness, i.e. the ability to prove the proof goals of our proof framework. The algorithm
is parametric in a procedure OrderByHeuristics (line that controls the mentioned order.
For the experiments considered in this work, we use the following intuitive order, which

follows the fact that our base case is reached by a successful basic proof.
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function Prove(y — ¥, cpy, Cxr)
if (BasicProof (¢ — 1)) return true
let {p,;}:=rec_sym(yp),{q,;}:=rec_sym(y),OrSet := ()
foreach (Vj.C" — ¢') € ¢ /* (MATCH-CTX)*/
Co=p\ {Vy.C" — ¢}
(Chrest, 0):=cm(Co, C", ) /*Section /
@//::Crest U @/9
ob:=[¢" = 1, Cpy, Cxr], OrSet ;={{ob}}
foreach p; € p,qy € /* (FRAME)*/

if (0 := pm([pi], [gi'], free Var () \ freeVar(y))) # Failure

¢ =o\{pi}, "=\ {ar})0
ob:=[¢' = ', cuy, Cxkr|, OrSet ;={{ob}}
if (cpy < MAXRIGHTBOUND) /* (UNFOLD-R)*/
foreach (¢; € ¢)
foreach (¢; € ({¢1...¢x} := UNFOLD(%,¢;)))
0b = [p = Y, Cry + 1, Cxn|, OrSet ;={{ob}}
if (cxr < KTBOUND) /* (KT) */
foreach (p; € ¢)
foreach (¢; € ({¢1,¢2,... 1} == KT(p,p;)))
ob = [p; = Y, Cpy, Cxr + 1]
if (trivially true(ob)) continue
Obs = Obs U {ob}
OrSet ,= {Obs}
if (OrSet =0) return false
OrSet := OrderByHeuristics(OrSet)
foreach (Obs € OrSet)
if (ProveAll(Obs)) return true
return false
endfunction

function ProveAll(Obs)
foreach ([ — 9, cry, kx| € ODS)
if (not Prove(p — ¢, cry, Cxr))
return false;
return true
endfunction

Figure 6.8: Top-Level DFS Proof Search Algorithm
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We proceed by a number of passes. In each pass, we first order the goals within each
Obs € OrderSet. We then consider the order of OrderSet by comparing the last goal in
each set Obs € OrderSet. Subsequent passes will not undo the work of the previous passes,
but instead work on the goals and/or sets of goals which are tied in previous passes. Below

are a few things to note.

1. Goals without recursive patterns on the right-hand side are prioritized.

2. Goals with recursive patterns on the right-hand side but not on the left-hand side are

considered next.

3. Goals with fewer existential variables are prioritized.

6.4.2 Context matching algorithm

Procedure cm is used to check whether the inner context can be matched with the outer

context. For example, suppose we have the following proof goal:
l_ Couter[vQ . (C, —° (70/)} — w (633)

cm(Clouier, C', 7) takes as inputs the outer context C,yser, the inner context C’ and a list of
quantifier variables §. To check if C" can be matched by (a part of) Cyyer, it builds the
following proof goal:

= Couter — 37 . C" (6.34)

In (6.33), what we want is to initialize the universal variables Vg in order for the inner context
C'" to be matched with some part of C,,... That is also the purpose of using the existential
variables 37 in (6.34). The change of the quantifier § from universal to existential is because
we have moved the inner context C’ from left-hand side to right-hand side.

To deal with , cm will call the modified version of the Prove function in Figure .
The difference between the modified version and the Prove function is only on the returning
result. Specifically, apart from returning true if the Prove function returns true, the modified
version additionally (1) returns the remaining, unmatched part of the left-hand side , denoted
C'rest, after consuming all the matched constraints from the right-hand side, and (2) collects
the instantiation of ¢, denoted 6, when applying rule (PM). (Note that C,.s may contain
structure patterns as we have seen in the SL examples.) Specifically, if we can prove (6.34]), we
have - Cyer — C'0. Furthermore, C,.y is the remaining part after removing the constraint
of C'0 from Clyyper, S0 We have Clest [C'0]C'0 —o ©'0]] — 1. As a result, we now can proceed
to prove new proof goal Cyes[¢'0] — 1.
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function pm([¢;]7, [¢:]T", EV)

N

return Failure
if Yy =xand z € EV
[l = [Wilg{x — o1}
[pils' = [pils{z — o1}
0 = pm([@/;;]gny [90;]1271’ EV)
return {z — ¢} U0
return Failure
endfunction

o e
— O © 00

(32) if m =0 return {}

(33) if Y1 =0 (¢1) and p; = 0'(¢1)
(34) if 0 # ¢’ return Failure

(35) else if length(v),) # length(,)
(36) return Failure

(37) else

(38) [ = 1 U [

(39) [Pl = o [%’JT /

(40) veturn pu([!J7', ()1, EV)
(41) if yy =rand x ¢ EV

(42) if o=z

<43> return pm([l/Ji]Sn, [Qoi]gn? EV)
(44) else

(45)

(46)

(47)

(48)

(49)

(50)

(51)

ot Ot

Figure 6.9: Pattern Matching Algorithm

6.4.3 Pattern matching algorithm

Procedure pm, used by rule (PM), implements a naive, brute-force algorithm as shown in
Figure that does matching modulo associativity and/or associativity-and-commutativity.

Procedure pm takes as input
1. a list of “pattern” patterns [¢;]7" = [¢1, ..., ¥ml;
2. alist of “term” patterns [¢;]7" = [¢1, -, Pml;
3. aset of existential variables EV with EVNJ freeVar(yp;) = 0 and EV C |J}" free Var(v;).

Then it returns Failure or the match result § with domains(f) C EV and ;0 = ¢;, for all i.

6.5 EVALUATION

We implemented our proof framework in the K framework (Section [2.15)). K has a modular

notation for defining rewrite systems. Since our proof framework is essentially a rewriting
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system that rewrites/reduces proof goals to sub-goals, it is convenient to implement it in K.

We evaluated our prototype implementation using four representative logical systems for
fixpoint reasoning: first-order logic extended with least fixpoints (LFP), separation logic (SL),
linear temporal logic (LTL), and reachability logic (RL). Our evaluation plan is as follows. For
SL, we used the 280 benchmark properties collected by the SL-COMP’19 competition [122].
These properties are entailment properties about various inductively-defined heap structures,
including several hand-crafted, challenging structures. For LTL, we considered the (inductive)
axioms in the complete LTL proof system (see, e.g., [126, 127]). For LFP and RL, we
considered the program verification of a simple program sum that computes the total sum
from 1 to a symbolic input n. We shall use two different encodings to capture the underlying
transition relation: the LFP encoding defines it as a binary predicate and the RL encoding
defines it as a reachability rule.

Before we discuss our evaluation results, we would like to point out that it would be
unreasonable to expect that a unified proof framework can outperform the state-of-the-art
provers and algorithms for all specialized domains from the first attempt. We believe that
this is possible and within our reach in the near future, but it will likely take several years
of sustained effort. We firmly believe that such effort will be worthwhile spending, because
if successful then it will be transformative for the field of automated deduction and thus
program verification. Here, we focus on demonstrating the generality of our proof framework.
We shall also report the difficulties that we experienced.

Our first evaluation is based on the standard separation logic benchmark set collected
by SL-COMP’19 [122]. These benchmarks are considered challenging because they are
related to heap-allocated data structures along with user-defined recursive predicates crafted
by participants to challenge the competitors. Among the benchmarks, we focus on the
gf shid entl division that contains entailment problems about inductive definitions. This
division is considered the hardest one, specifically because many of its tests require proofs
by induction. As such, this division is a good case study for testing the generality of our
generic proof framework. Furthermore, heap provers are currently considered to have the
most powerful implementations of automated inductive reasoning, so we would not be far
from the truth considering a comparison of our prototype with these as a comparison with
the state-of-the-art in automated inductive reasoning.

To set up our prover for the SL benchmarks, we instantiate it with the set I'>t of axioms
that captures SL, as given in Section [5.3] Note that the associativity and commutativity of
1 * g are handled by the built-in pattern matching algorithms (see Figure , so the most
important axioms are the two specifying non-zero locations and no-overlapped heap unions.

The experimental results show that our generic prover can prove 265 of the 280 benchmark
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Table 6.1: Selected separation logic properties, automatically proved by our prover

sorted list(z, min) — list(x)

sorted listy(x,len, min) — listy(x, len)

sorted listy(x,len, min) — sorted _list(xz, min)

sorted _Is(z,y, min, maz) * sorted _list(y, ming) A max < ming — sorted list(x, min)
Ir(z,y) * list(y) — list(x)

Ir(z,y) — l(z,y)

(z,y) — Ir(x,y)

Iy (z,y,leny) * 1 (y, z,leny) — i (z, 2, len;+lens)
Iri(x,y,leny) * listy(y, leny) — listy (z, leny+lens)

Iy (2, last,len) * (last — new) — Iy (z, new,len + 1)
dls(z,y) * dlist(y) — dlist(x)

c/il\sl(x,y,lenl) * al\sl(y,z,leng) — al\sl(fc,z,lenl—i—leng)
dlsy (z,y,leny) * dlisty (y, leny) — dlisty (z, leni+leng)

avl(z, hgt, min, maz, balance) — bstree(z, hgt, min, max)
bstree(z, height, min, max) — bintree(x, height)

tests, placing it third place among all participants.

Interestingly, we noted that (FRAME) is not necessary for most tests. Only 12 out of the
265 tests used (FRAME) reasoning. More experiments are needed to draw any firm conclusion,
but it could be (FRAME) reasoning mostly improves performance, as it reduces the matching
search space and thus proof search terminates faster, but does not necessarily increase the
expressiveness of the prover. The 15 tests that our prover cannot handle come from the
benchmarks of automata-based heap provers [114], [128]. These benchmarks demand more
sophisticated SL-specific reasoning that require more complex properties about heaps/maps
than what our prover can naively derive from the I'St theory with its current degree of
automation; while we certainly plan to handle those as well in the near future, we would like
to note that they are not related to fixpoint reasoning, but rather to reasoning about maps.
The two provers that outperform our generic prover, Songbird and S2S, are both specialized
for SL. Compared with generic provers such as CYCLIST [129], our prover proves 13 more
tests.

Table illustrates some of the more interesting SL properties that our prover can verify
automatically. These are common lemmas about heap structures that arise and are collected
when verifying real-world heap-manipulating programs. For example, the property on the
first line says that a sorted list is also a list, a typical verification condition arising in formal
verification. Table also shows several proof goals about singly-linked lists and list segments

(specified by predicates Is, list, Il Ir, etc.), doubly-linked lists and list segments (specified by
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Table 6.2: Axioms in the complete LTL proof system, automatically proved by our prover

(Ko)  O(pr = w2) = (L1 — Do)
(IND) @ ADO(p = op) — Oy

(U1) 1 U p2 = o

(U2.1) o1 U @z = 2 Vo1 Ao(pr U z)
(U2.2) 2 Vo1 Ao(p1 U py) = @1 U o

predicates dls, dlist, etc.), and trees.

Our second study is to automatically prove the inductive axioms in the complete LTL
proof system, shown in Table [6.2], whereas the proof tree of the most interesting of them,
(IND), has been given in Section . Note that LTL is essentially a structure-less logic,
as its formulas are only built from temporal operators and propositional connectives, and
its models are infinite traces of states that have no internal structures and are modeled as
“points”. The structure-less-ness of LTL made fixpoint reasoning for it simpler, as no context
reasoning or frame reasoning was needed.

Our final study considers a simple program sum that computes the total from 1 to a
symbolic input n. We do the verification of sum following two approaches: RL and LFP. The
reachability logic (RL) approach has been illustrated in Section . For LFP, program
configurations are encoded as FOL terms and the program semantics is encoded as a binary
FOL predicate that captures the transition relation. In particular, reachability is defined as a
recursive predicate based on the semantics. Our prover then becomes a (language-independent)
program verifier, different from Hoare-style verification (where a language-specific verification
condition generator is required).

We ran these tests on a single core virtual machine with 8GB of RAM. The SL-COMP’19
tests took a total 13 hours to finish, including two outliers that took approximately one and
three hours to complete. The two LTL tests took approximately three minutes, while the ten
first order logic tests took seven minutes to complete and the sum program takes a minute
to complete. To reiterate, we do not expect our prover to outperform specialized provers
this early in its development. These results do, however, show that a unified, powerful and

efficient proof framework is within reach.
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Chapter 7: APPLICATIVE MATCHING ;-LOGIC (AML)

In an ideal unifying semantics-based language framework, all programming languages must
have their formal syntax and semantics definitions. In addition, all execution and formal
analysis tools of a given programming language L must be automatically generated from
its formal definition I'*, where I'" is a logical theory that axiomatically define the static
configurations and dynamic behaviors of all programs of L. As discussed in Section [2.15]
the K framework is one of the many efforts in pursuing above vision of an ideal unifying
semantics-based language framework. K has been used to define the complete formal semantics
of many large programming languages and generate their execution and formal analysis tools.

A major research question has been this: what is the right logical foundation of K? This is
a challenging question to answer, for K is such a complex artifact whose implementation has
over 500,000 lines of code in multiple programming languages. Previously, a tentative answer
was given by matching logic (Section and reachability logic (Section . Matching
logic was used to specify and reason about the static configurations of programs as well as any
(FOL) constraints over them. Reachability logic was used to specify and reason about the
dynamic reachability properties. In particular, reachability logic has a language-independent
proof system (Figure that supports sound and relatively complete verification for all
programming languages. Unfortunately, reachability logic cannot express more dynamic
behaviors/properties such as liveness properties, which can be expressed using a temporal
logic or modal p-calculus. Besides the combination of matching logic and reachability logic,
there are also other attempts to find a logical foundation for K, including one using (double-
pushout) graph transformations [I30], one based on a translation to Isabelle [131], and one
based on a translation to (coinduction in) Coq [132]. None of these are incorporated within
K’s code base because none of them are satisfactory: not only they result in heavy translations
with a big representational distance from the original definition, but also they focus on one
aspect of K (e.g., reachability, or partial correctness, or coinductive).

To overcome these limitations, we propose matching p-logic in Chapter 4| that not only
unifies matching logic and reachability logic but also captures many important logics and
calculi as its theories. We carry out an extensive study on its expressive power and show that
LFP, separation logic with recursive predicates, modal p-calculus, temporal logics, dynamic
logic, A-calculus, and type systems can be defined in matching p-logic as theories. Therefore,
matching p-logic is a good candidate for serving as the logical foundation of K.

However, matching p-logic suffers from at least two main technical inconveniences. Firstly,

matching p-logic is more complex than necessary. As a many-sorted logic, matching p-logic has
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theories that can contain multiple, sometimes infinitely many sorts, each with its own carrier
set in models. Matching p-logic uses many-sorted symbols, such as o € X, s, s, of fixed
arities, to build patterns of the appropriate sorts. This places a burden on implementations,
which need to store the sorts and the symbols arities, carry out well-formedness checking,
and implement a more-complex-than-needed proof checker. More importantly, the fact that
the structure of a many-sorted universe is hardwired in matching p-logic actually makes
it less general, when it comes to more complex sort structures such as parametric sorts or
ordered sorts (i.e., subsorts). As an example, suppose we have a sort Nat of natural numbers
and we want to define parametric lists. To do that, we have to introduce a new sort List{s}
for every sort s, where List{s} is the sort of all the lists over elements of sort s. As a result,
we introduce infinitely many sorts: Nat, List{Nat}, List{List{Nat}}, etc.. Even though we
can handle infinitely many sorts in theory, no implementation can handle them unless we
come up with certain finite representations. In addition, we have to introduce infinitely many
symbols for the common parametric operations over the parametric lists and define infinite

many axioms for them (we only show the axioms for append as an example):

nil{s} € X List(s} (7.1)
cons{s} € Xy ist{s} List{s} (7.2)
append{s} € Yiist{s} List{s}List{s} (7.3)
append{s}(cons{s}(x:s,1:List{s}), ! : List{s}) (7.4)

= cons{s}(x:s,append{s}(l:List{s}, ! : List{s})) (7.5)

This is at best inconvenient for matching p-logic implementations. Either we incorporate
parametric lists as a built-in feature into the implementations, or we invent some ad-hoc
meta-level notation to specify the infinite theory of parametric lists in some finite way. Neither
approach is optimal: the former lacks generality while the latter is heavy and superficial.
Most many-sorted FOL systems forgo parametricity all together.

Secondly, matching p-logic enforces a strict separation among elements, sorts, and symbols.
Intuitively, elements represent data; sorts represent the types of data; and symbols represent
operations or predicates over data. Thus in matching u-logic, there is a distinction among
data, types, and operations/predicates. While such a distinction is beneficial in a classic,
algebraic setting, it can get inconvenient when it comes to, say, functional programming,
where functions are also first-class citizens as other types of data.

The purpose of this chapter is to introduce a methodological solution, called applicative

matching p-logic, abbreviated as AML, which addresses the above technical inconveniences.
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We call AML a methodological solution because it is not an extension nor a modified version
of matching p-logic. Instead, AML is an instance of matching p-logic where we restrict the
use of sorts and many-sorted symbols to an absolute minimum. In AML, we define only
one sort for all patterns and enforce all symbols to be constant symbols except for one,
which is a binary symbol called application (see Section [7.1)). We will show that AML has
the same expressive power as matching pu-logic despite it being much more simpler. What
are hardwired in matching p-logic, such as sorts and many-sorted symbols, can now be
axiomatically defined in AML as theories, just like how other mathematical instruments such
as equality and functions are axiomatically defined in matching p-logic as theories. AML is
matching p-logic at extreme simplicity without loss of expressive power.

It should be noted that we do not intend to argue which is better, AML or matching
pu-logic. As said, AML is not a new logic, but rather a restricted use of matching u-logic,
a self-restraint version of it. This is why we call AML a methodology. Recall the above
parametric lists example. Now we have two ways to define them. One is to use the full power
of matching u-logic by introducing infinitely many sorts and symbols like we have seen earlier.
The other is to use AML and axiomatically define sorts and the many-sorted symbols. Both
approaches have their merits. The former reduces the handling of sorts to the logic while
the latter can give us a finite theory, which is easier to handle in implementations. Another
example is order-sorted structures, where a sort s can be a subsort of another sort s’, written
s < §'. It is enforced that the carrier set of s is a subset of that of s’. Here, the many-sorted
infrastructure of matching u-logic has few advantages but burdens. To define subsorts we
need to introduce a function ¢ : s — s, called a coercion function from s to s’, for every
s < s'. Furthermore, we need to specify that ¢ is injective. For any s < s’ < ", we also
need to specify the following triangle property inji:/(injil(x :5)) = inj¥ (z:s). All these extra
mechanisms regarding the coercion functions will not be needed in AML.

In what follows we will present AML in full detail. We will present a reduction from
matching p-logic to AML, which implies that AML has the same expressive power as matching
p-logic. Then we will revisit the examples of subsorts and parametric sorts and use them to
illustrate the unique advantage of AML (as a methodology) when it comes to specifying more
advanced sort structures. Finally, we will present a proof checker based on AML. Thanks to

the simplicity of AML, our proof checker has only 200 lines of code in Metamath [T3].

7.1 AML AS AN INSTANCE OF MATCHING p-LOGIC

AML is an instance of matching p-logic when the signature (S, ¥) has the form S = {*}
and ¥ = CU{app}, where % is a (dummy) sort, C'is a set of constant symbols, and app € X, .
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is a binary symbol, called application. The syntax, semantics, and proof system of AML
follows from the syntax, semantics, and proof system of matching u-logic over the above
restricted signatures, but we can introduce more simplified notations for AML.

Firstly, we can drop the dummy sort * and keep things unsorted. In particular, we
have a set E'V of unsorted element variables and a set SV of unsorted set variables. We
denote them by x, X, etc., instead of x:x or X :x. Secondly, app is the only non-constant
symbol in AML so let us add it directly to the syntax of AML patterns. Furthermore, we
write @1 o for app(p1, @2) and write o1 s ... @, for (... (p1¢2) ... ©n), i.e., application
is left associative. Finally, we decide to use {L,—} rather than {—, —} as our primitive
propositional connectives, so we have a more similar representation to functional programming

languages. Now we can present AML as follows:

Definition 7.1. An AML signature Y is a set of constant symbols. The set of AML
Y-patterns, written AMLPATTERN(Y), is inductively defined by the following grammar:

=z |X|oleip|Llor—= 2| Tz.o[pX. ¢ (7.6)

where pX . ¢ requires that ¢ is positive in X. An AML Y-model is a tuple (M, { <y, },{owm |
o € X}) where M is a nonempty set, +y : M x M — P(M), and o)y C M for every o € .
An AML valuation p = (pgv, psv) where ppy: EV — M and pgy: SV — P(M). Given M
and p, the evaluation of ¢ € AMLPATTERN(X) is also denoted by |¢|r,, and is defined the

same way in matching p-logic.

The name of AML comes from applicative structures, which are algebras with a binary
operation for application. Applicative structures are important in the study of combinations
and A-calculus. Here, we only show that applicative structures are an special case of AML

models, where the application symbol is interpreted as a total function.

Proposition 7.1. An applicative structure (A, «a ) is a pair of a nonempty set A and a
function <4 : Ax A — A [38, Definition 5.1.1]. Then, applicative structures are AML
(-models M where card(app,,(a,b)) =1 for all a,b € M.

The common mathematical instruments such as sorts, equality, membership, and functions
can be defined in AML as theories. Since we have shown that all of them can be defined in
matching p-logic as theories, we only need to show that matching pu-logic can be defined in
AML as theories. We do that in Section [7.2]
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7.2 DEFINING MATCHING p-LOGIC IN AML

To define matching p-logic in AML, we need to define sorts and many-sorted symbols. The
idea is straightforward. We first introduce a distinguished symbol T called the inhabitant
symbol, and write ((T ) ¢), which is the result of applying T to ¢ using the AML application
symbol, as T,. Then for every sort s we introduce it as a (constant) symbol in AML. Then
the pattern T, is matched by all the elements of sort s.

Now we define in detail the reduction from matching p-logic to AML. Let us fix a
matching p-logic signature (SM™E SMmLY where EVM™ = {EVM™EY cyme and SV MM =
{S Véme}sE gums are the two SM™ indexed sets of element and set variables, respectively.
Let EVAML — {49 | 215 € EVM™Y be the set of AML unsorted element variables. Similarly,
let SVAML = [X5 | X :5 € SVM™Y be the set of AML unsorted set variables. We keep track
of the original sorts as superscripts so we can restore the sort information after translation.
We also feel free to use x, y, X, Y, etc. in AML whenever we are defining AML axioms. Let
SAML — {11, T YusMmbypMml where [_] and T  are two distinguished symbols. Let
ML be the AML theory that includes the following axioms:

(DEFINEDNESS, AML version) [z] (7.7)
(NONEMPTY CARRIER SET) Ty#( for each s € SM™F (7.8)
(SYMBOL ARITY) oTg ... Ts, €T, foreachoceXi™ (7.9

We define the translation from matching p-logic (SMmL S MmL)_patterns to AML (3AML)-

patterns as follows:

AML(ps) = wellsorted(ps) — (AMLy(ps) = Ts) (7.10)
wellsorted (ps) = /\ e T, A /\ XY CT, (7.11)

z: s/ €BVMmL X : s/ €SV MmL
AMLy(x:s) = x° (7.12)
AMLy(X :s) = X° (7.13)
AMLy(0 (@1, 0n)) = 0 AMLy(p1) ... AMLsy(py) (7.14)
AMLy (s N @) = AMLg(%) N AMLy () (7.15)
AMLy(—ps) = = AML2<%) =AMLy (ps) N T (7.16)
AMLy(3x:s". @) = F2° . (2° € Ts) N AMLy(p) (7.17)
AMLy(uX :s.p) = puX?®. AMLy(p) (7.18)
AML(D) = {AML(Y) | ¢ € T} (7.19)
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Proposition 7.2. For any matching u-logic theory T' and pattern ¢, T E ¢ iff TAME
AML(T) E AML(p).

Proof. We first define a translation from AML (X4MEF TAME) models to matching p-logic

(SMmL i MmLY_models. Consider an arbitrary (XAME TAME) model

MAML = (MAML, {_'MAML_}, {O'MAML}UegAML) (720)

ZMmL’ ZMmL)

We define the corresponding ( -model

MMmL — ({Msjme}sestL7 {UMMWL}UGEMmL) (721)

where
1. MMmE =T |y am for every s € SMmL;

2. oppumr(Qsy s - .o, Qs,) = |01 ... Ty|prame, where p is any valuation such that p(z;) = as,,
for all a,, € MM 1 <i<n.

The above definition is well-defined because of (NONEMPTY CARRIER SET) and (SYMBOL
ARITY). Also note that the above translation is surjective, i.e., for any (XMmE $MmL)_model
M, we can find a (SAML TAMLY . model MAML whose corresponding (XM yMmEY_model

MMmL = M. Furthermore, for any MM™l_valuation pMml = (p¥ml pMml) we define the

MAML AML _ ( AML AML AML(xs) MmL

corresponding -valuation p Pev s Per ) by letting ppy = ppv(z:s) and

PIV(X®) = pg (X 1 s).
Next, we show that for any matching p-logic formula ¢ and MM™L_valuation pM™mf =

(pHimk, pimL),

‘QD|MMmL’pMmL = |AML2<Q0)|MAML7 AML (7.22>

p

by structural induction on ¢. If ¢ is z:s or X : s, the conclusion holds by the definition of
P Tf o is o (i, ..., @n), the conclusion holds by the definition of o pme. If @ is 1 A @y
or -1, the conclusion holds by the semantics of matching p-logic and AML; note that it is
important that the AML translation for — uses —,, which restricted the result within sort
s. If pis dx: s’ . o, the conclusion holds by the semantics of matching p-logic and AML, as
well as the definition of M2M™. If ¢ is uX :s.p, the conclusion holds by noting that the
functions FAML: P(MAML) — P(MAML) and FAML: p(MMmL) — P(MM™L) given by

‘FMmL(A> = ‘SO‘MM"LL,/)[A/X:S] for A C MAML (723)
FAME(AG) = |AMLy ()| prane pa)xc<] for A, € MMmE (7.24)
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are equal over MMMl e FAML| mymz = F MmL. this is proved by applying the induction
hypothesis. Furthermore, Ifp F¥™F = 1fp FAML This is because FM™! is essentially a
restriction of FAML to a smaller domain, i.e., MMmE C MAML g0 1fp FAML C 1fp FMmL,
However, it cannot be the case that Ifp FAME C Ifp FM™L | because Ifp FAME | which we know
is include by Ifp ML which is then included by MM™L must also be a fixpoint of FMmL,
Since Ifp FM™ is the least fixpoint, we conclude that 1fp FM™F = 1fp FAML. And thus, we
finish the structural induction.

Next, we show that for any matching u-logic formula o, MM™L = o iff MAML = AML(p).
This is proved by noting that for any M ™ _valuation p™™* and its corresponding M4ME_

valuation p*MU lws(¢)|pyrame pane = MAME Furthermore, for an arbitrary MM -valuation p

p
such that |ws(¢)|yrame , = MAME we can find an M Y™ -valuation pM™" whose corresponding

freeVar(p)
N AML Amr e rte)

-valuation p .
Finally, we conclude that ' F ¢ iff T4¥L U AML(T') £ AML(p), by noting that the

translation from MAML to MM™L is surjective. QED.

7.3 CASE STUDY: DEFINING ADVANCED SORT STRUCTURES IN AML

We have seen how many-sorted structures can be defined as AML theories. In this section
we show how to define more advanced sort/type structures as AML theories, including

subsorts, parametric sorts, function types, and dependent types.

7.3.1 Defining subsorts

For sorts s and s’, we say that s is a subsort of s’, written s < &', if My, C M, . Since in AML,
the carrier sets of s and s" are expressed by T, and T, respectively, it is straightforward to

define the subsort relation s < s’ by
(SUBSORT) T,C Ty (7.25)

More interestingly, we can axiomatically define subsort overloading of operations. For example,
let Nat and Int be two sorts with the axiom Tya € T, stating that Nat is a subsort of Int.

We can define plus as an overloaded operation over Nat and Int as follows:

(PLus, ARITY 1) plus Tnat Thnat € Tnat (7.26)
(PLus, ARITY 2) plus Tint Tint € Tint (7.27)
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Using the above axioms, we can prove that plus(1,2) has sort both Nat and Int while
plus(—1, —2) has only sort Int but not Nat.

It is known (see, e.g., [I33]) that ordered sorts algebras (OSA) can be defined in a many-
sorted setting, where the subsort relation is captured by the coercion functions cjl SDIN
for all s < s'. Intuitively, ¢ denotes the embedding from sort s to sort s’. This approach,
however, is not practically useful, as noticed in [I34, pp. 9]. For example, consider three
sorts s < s’ < ", a constant a of sort s, and a function f € X, . Then, the term f(x)
has multiple parses when translated to FOL, e.g.: f(cZ" (a)) and f(c% (c5 (a))). This means
that all tools for OSA based on FOL need to do reasoning modulo the triangle property
¢ (a) = ¢/ (¢ (a)), which is inconvenient and causes huge overhead. In contrast, AML

provides a more succinct and native approach to handling subsorts, by directly defining

subsort axioms, without needing to introduce coercion functions.

7.3.2 Defining parametric sorts

A parametric sort, such as List{s}, can be viewed as a function over sorts. Indeed, given a
sort s, List{s} returns its list sort. Since AML treats sorts and functions as regular elements,
parametric sorts can be directly defined as functions. Let us define an AML symbol Sort
whose (intended) elements are sorts. We add an axiom Nat € Sort so Nat becomes a sort.
Then, we define a function List: Sort — Sort, called sort constructor, which takes a sort s
and produces the sort List s of lists parametric in s. Standard list operations can be also

defined as functions:

Vs:Sort. 3l : Lists.nil =1’ (7.28)
Vs:Sort.Va:s.Vl:Lists.3l": Lists.conszl =1’ (7.29)
Vs:Sort. Vi :Lists.Viy:Lists.3l": Lists.appendlylo =1 (7.30)

Note that the above axioms are similar to the (FUNCTION) axioms in matching p-logic but

here s is a variable ranging over Sort.

7.3.3 Defining function types

Functions are also elements in AML, and function sorts can be built by Function: Sort x

Sort — Sort, with the following axiom

(FUNCTION SORT) Vs:Sort.Vs :Sort. Trunctionss = 3f . fAVz:s.Fy:s" . fa =y (7.31)
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stating that Functionss’ consists of all f that behaviors as a function from s to s’. For

notational simplicity, we define the notation
Function sy s ... s, s = Function s; (Function s, ... (Functions, s)...) (7.32)

As an example, we define two higher-order list operations: fold and map, which are common

in functional programming languages.

Vs:Sort.Vs':Sort.fold: Functions’'ss’ x s’ x Lists — ' (7.33)
Vf:Functions'ss" .Va:s" . fold fznil =z (7.34)
Vf:Functions'ss' .Vr:s' .Vy:s.Vi:Lists.fold f z (consyl) = fold f (fxy)! (7.35)
Vs:Sort.Vs':Sort. map: Function s s’ x Lists — List s’ (7.36)
Vg : Function s s" . map g nil = nil (7.37)
Vg:Functionss’.Vy:s.VI:Lists.mapg (consyl) = cons(gy) (mapgl) (7.38)

7.3.4 Defining dependent types

Dependent types are also functions over sorts/types except that the parameters are data
instead of sorts. That, however, makes no big difference in AML, for it makes no distinction
between elements, sorts, and operations at all. All of them are are uniformly defined using
patterns. Therefore, we can define dependent types the same way we define parametric sorts.
As an example, suppose we want to define a dependent sort MInt of machine integers, such
that MIntn for n > 1 is the sort of machine integers of size n, i.e., natural numbers less than
2™, For clarity, we define a new sort Size for positive natural numbers and axiomatize Mint

as follows:

Tsize = sUCC T Nat (7.39)
Mint: Size — Sort (7.40)
Vn:Size. T\mint, = Jz:Nat.xz Az < power2n (7.41)

where power2: Nat — Nat (power of 2) and < (less-than) are defined in the usual way. We
can then define functions over machine integers, such as mplus and mmult, by defining their

arities and then reusing the addition plus and the multiplication mult over natural numbers:

Vn : Size . mplus: MIntn x Mintn — Mint (succn) (7.42)
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$c \imp ( ) #Pattern |- $.

$v phl ph2 ph3 $.

phl-is-pattern $f #Pattern phl $.
ph2-is-pattern $f #Pattern ph2 $.
ph3-is-pattern $f #Pattern ph3 §.

imp-is-pattern $a #Pattern ( \imp phil ph2 ) §$.

© 0 N U s W N

[
o

proof-rule-prop-1
$a |- ( \imp phl ( \imp ph2 phl ) ) $.

e
W N

proof-rule-prop-2
$a |- ( \imp ( \imp phl ( \imp ph2 ph3 ) )
( \imp ( \imp phl ph2 )
( \imp phl ph3 ) ) ) $.

[
SIS

23
24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39

imp-refl $p |- (

$=
phl-is-pattern
phl-is-pattern
imp-is-pattern
phl-is-pattern
phl-is-pattern
phl-is-pattern
phl-is-pattern
imp-is-pattern
phl-is-pattern
imp-is-pattern
phl-is-pattern
imp-is-pattern
phl-is-pattern
phl-is-pattern
phl-is-pattern

\imp phl phl )

phl-is-pattern
imp-is-pattern
phl-is-pattern
imp-is-pattern
phl-is-pattern
imp-is-pattern
imp-is-pattern
phl-is-pattern
phl-is-pattern
imp-is-pattern
phl-is-pattern
imp-is-pattern
phl-is-pattern
imp-is-pattern

proof-rule-prop-2

18 ${ 40 phl-is-pattern phl-is-pattern
19 proof-rule-mp.0 $e |- ( \imp phl ph2 ) $. 41 phl-is-pattern imp-is-pattern
20 proof-rule-mp.1 $e |- phl $. 42 proof-rule-prop-1 proof-rule-mp

21 proof-rule-mp $a |- ph2 $. 43 phl-is-pattern phl-is-pattern
22§} 44 proof-rule-prop-1 proof-rule-mp
5 $.

Figure 7.1: Example Metamath Formalization of AML (Extract) and Its Proofs

Vn : Size .V : MIntnVy: MIntn . mpluszy = pluszy (7.43)
Vn :Size.Vm : Size . mmult: Mintn x Mintm — Mint (plusnm) (7.44)
Vn :Size.Vm :Size .Vm :SizeVz : MIntnVy : Mintm . mmultzy = multx y (7.45)

7.4 AML PROOF CHECKER

We present an AML proof checker implemented in Metamath [I3]. Metamath is a tiny
language to state abstract mathematics and their proofs in a machine-checkable style. We
use Metamath to formalize the syntax and proof system of AML and encode AML proofs.
Metamath is known for its simplicity and efficient proof checking. Metamath proof checkers
can be implemented in a few hundreds lines of code and can check thousands of theorems in a
second. Our formalization follows closely the syntax of AML. We also need to formalize some
metalevel operations such as free variables and capture-avoiding substitution. An innovative

contribution is a generic way to handling notations.

7.4.1 Metamath overview

At a high level, a Metamath source file consists of a list of statements. The main ones are:

1. constant statements ($c) that declare Metamath constants;
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2. wariable statements ($v) that declare Metamath variables, and floating statements ($£)

that declare their intended ranges;

3. aziomatic statements ($a) that declare Metamath axioms, which can be associated

with some essential statements ($e) that declare the premises;
4. provable statements ($p) that states a Metamath theorem and its proof.

Figure defines the fragment of AML with only implications. We declare five constants
in a row in line 1, where \imp, (, and ) build the syntax, #Pattern is the type of patterns,
and |- is the provability relation. We declare three metavariables of patterns in lines 3-6,
and the syntax of implication ¢; — @5 as ( \imp phl ph2 ) in line 8. Then, we define
AML proof rules as Metamath axioms. For example, lines 18-22 define the rule (MODUS
PONENS). In line 23, we show an example (meta-)theorem and its formal proof in Metamath.
The theorem states that F ¢; — ¢ holds, and its proof (lines 25-44) is a sequence of labels
referring to the previous axiomatic/provable statements.

Metamath proofs are very easy to proof-check, which is why we use it in our work. The
proof checker reads the labels in order and push them to a proof stack S, which is initially
empty. When a label [ is read, the checker pops its premise statements from S and pushes [
itself. When all labels are consumed, the checker checks whether S has exactly one statement,
which should be the original proof goal. If so, the proof is checked. Otherwise, it fails.

As an example, we look at the first 5 labels of the proof in Figure line 25:

// Initially, the proof stack S is empty
phl-is-pattern // S =] #Pattern phl |
phl-is-pattern // S=] #Pattern phl ; #Pattern phl |
phl-is-pattern /S #Pattern phl ; #Pattern phl ; #Pattern phl ]
imp-is-pattern // S =] #Pattern phl ; #Pattern ( \imp phl phl ) |
#Pattern ( \imp phl ( \imp phl phl ) ) ]

O O W N

[

[

[
imp-is-pattern // S=]|
where we show the stack status in comments. The first label phl-is-pattern refers to a
$f-statement without premises, so nothing is popped off, and the corresponding statement
#Pattern phl is pushed to the stack. The same happens, for the second and third labels.
The fourth label imp-is-pattern refers to a $a-statement with two metavariables of patterns,
and thus has 2 premises. Therefore, the top two statements in S are popped off, and the
corresponding conclusion #Pattern ( \imp phl phl ) is pushed to S. The last label does
the same, popping off two premises and pushing #Pattern ( \imp phil ( \imp phl phl )
) to S. Thus, these five proof steps prove the wellformedness of ;1 — (¢1 — ¢1).
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7.4.2 Main definitions

We now go through the main definitions of AML in Metamath and emphasize some
highlights. The entire formalization has 200 lines of Metamath code, as shown in Section
The syntax of AML patterns is formalized below:

1 $c \bot \imp \app \exists \mu ( ) $.

2 var-is-pattern $a #Pattern xX §$.

3 symbol-is-pattern $a #Pattern sg0 $.

4 bot-is-pattern $a #Pattern \bot $.

5 imp-is-pattern $a #Pattern ( \imp phO phl ) $.

6 app-is-pattern $a #Pattern ( \app phO phl ) §$.

7 exists-is-pattern $a #Pattern ( \exists x phO ) $.

8 ${ mu-is-pattern.0 $e #Positive X phO $.

9 mu-is-pattern $a #Pattern ( \mu X phO ) $. $}
Note that we omit the declarations of metavariables (such as xX, sg0, ...) because their

meaning can be easily inferred. The only nontrivial case above is mu-is-pattern, where we
require that phO is positive in X, discussed below.

We need the following metalevel operations and/or assertions: (1) positive (and negative)
occurrences of variables; (2) free variables; (3) capture-avoiding substitution; (4) application
contexts; (5) notations. Item 1 is needed to define the syntax of X . ¢, while Items 2-5 are
needed to define the proof system. As an example, we show how to define capture-avoiding

substitution. We first define a Metamath constant

1 $c #Substitution $.

which serves as an assertion symbol. The intuition of #Substitution is that if we can prove
#Substitution ph ph’ ph’’ xX, then we have ph = ph’[ph’’/xX]. The definition is given
based on the structure of ph’. For example, the following defines #Substitution when ph’
is an implication:

${ substitution-imp.0 $e #Substitution phl ph3 phO xX $.
substitution-imp.1 $e #Substitution ph2 ph4 phO xX $.
substitution-imp
$a #Substitution ( \imp phl ph2 ) ( \imp ph3 ph4 ) phO xX $. $}

sw N e

When ph’ is dz. ¢ or uX ., we need to consider a-renaming to avoid variable capture. We

show the case when ph’ is dz . ¢ below:

substitution-exists-shadowed
$a #Substitution ( \exists x phl ) ( \exists x phl ) phO x $.
${ $4 xX x $.
$d y phO $.
substitution-exists.0 $e #Substitution ph2 phl y x $.
substitution-exists.1 $e #Substitution ph3 ph2 phO xX $.
substitution-exists

~N o O W N
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8 $a #Substitution ( \exists y ph3 ) ( \exists x phl ) phO xX $. $}

There are two cases. The first case substitution-exists-shadowed is when the substitution
is shadowed. The second case substitution-exists is the general case, where we first rename
x to a fresh variable y and then continue the substitution. The $d-statements state that the
substitution is not shadowed and y is fresh.

Notations (e.g., = and A) play an important role in AML. Many proof rules such as
(PROPAGATION,/) and (SINGLETON) directly use notations. However, Metamath has no
built-in support for defining notations. To define a notation, say ¢ = ¢ — 1, we need
to (1) declare a constant \not and add it to the pattern syntax; (2) define the equivalence
relation ~p = ¢ — L; and (3) add a new case for \not to every metalevel assertions. While
(1) and (2) are reasonable, we want to avoid (3) because there are many metalevel assertions
and thus it creates duplication.

We implement an innovative and generic method that allows us to define any notations in
a compact way. Our method is to declare a new constant #Notation and use it to capture
the congruence relation of sugaring/de-sugaring. Using #Notation, it takes only three lines

to define the notation —p = ¢ — L:

1 $c \not $.
2 not-is-pattern $a #Pattern ( \not phO ) $.
3 not-is-sugar $a #Notation ( \not phO ) ( \imp phO \bot ) §$.

where we declare the constant \not, add it to the pattern syntax, and then define the
sugaring /de-sugaring equivalence —p = ¢ — 1. We define all notations as above using
#Notation.

To make the above work, we need to state that #Notation is a congruence relation with
respect to the syntax of patterns and all the other metalevel assertions. Firstly, we state that

it is reflexive, symmetric, and transitive:

notation-reflexivity $a #Notation phO phO $.

${ notation-symmetry.0 $e #Notation phO phil $.
notation-symmetry $a #Notation phl phO $. $}

${ notation-transitivity.O0 $e #Notation phO phl $.
notation-transitivity.1 $e #Notation phl ph2 $.

O O W N

notation-transitivity $a #Notation phO ph2 $. $}

And the following is an example where we state that #Notation is a congruence with respect

to provability:

1 ${ notation-provability.0 $e #Notation phO phl $.
2 notation-provability.1 $e |- phO $.
3 notation-provability $a |- ph1l $. $}
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This way, we only need a fixed number of statements that state that #Notation is a congruence,
making it more compact and less duplicated to define notations.

With metalevel assertions and notations, it is now straightforward to formalize the AML
proof rules. We have seen the formalization of (MODUS PONENS) in Figure [7.1] In the
following, we formalize the fixpoint proof rule (KNASTER-TARSKI), whose premises use

capture-avoiding substitution:

1 ${ proof-rule-kt.0 $e #Substitution phO phl ph2 X $.
2 proof-rule-kt.1 $e |- ( \imp phO ph2 ) $.
3 proof-rule-kt $a |- ( \imp ( \mu X phl ) ph2 ) $. $}

Note that these proof rules collectively define the provability predicate |-. We also add the

following axiom so that #Notation also preserves provability:

1 $1{

2 notation-proof.0 $e |- phO $.

3 notation-proof.1 $e #Notation phl phO $.
4 notation-proof $a |- phtl $.

5 $}

7.4.3 Entire source code

We present the entire 200-line Metamath formalization of AML.

1 $( MATCHING LOGIC PROOF CHECKER has 200 LOC $)

2 $c #Pattern #ElementVariable #SetVariable #Variable #Symbol $.

3 $v phO phl ph2 ph3 ph4 ph5 x y X Y xX yY sg0 $.

4 phO-is-pattern $f #Pattern phO $. phl-is-pattern $f #Pattern phl §$.

5 ph2-is-pattern $f #Pattern ph2 $. ph3-is-pattern $f #Pattern ph3 $.

6 ph4-is-pattern $f #Pattern ph4 $. phb-is-pattern $f #Pattern phb5 $.

7 x-is-element-var $f #ElementVariable x $.

8 y-is-element-var $f #ElementVariable y $.

9 X-is-element-var $f #SetVariable X $. Y-is-element-var $f #SetVariable Y $.
10 xX-is-var $f #Variable xX $. yY-is-var $f #Variable yY §$.

11 sg0O-is-symbol $f #Symbol sg0 $.

12 element-var-is-var $a #Variable x $. set-var-is-var $a #Variable X $.

13 var-is-pattern $a #Pattern xX $. symbol-is-pattern $a #Pattern sg0 $.
14 $c #Positive #Negative #Fresh #ApplicationContext #Substitution #Notation |- $.
15 $c \bot \imp \app \exists \mu ( ) $. bot-is-pattern $a #Pattern \bot $.

16 imp-is-pattern $a #Pattern ( \imp phO phl ) $.

17 app-is-pattern $a #Pattern ( \app phO phl ) $.

18 exists-is-pattern $a #Pattern ( \exists x phO ) $.

19 ${ mu-is-pattern.0 $e #Positive X phO $.

20 mu-is-pattern $a #Pattern ( \mu X phO ) $. $}

21 positive-in-var $a #Positive xX yY $. positive-in-symbol $a #Positive xX sgO $.
22 positive-in-bot $a #Positive xX \bot §$.

23 ${ positive-in-imp.0 $e #Negative xX phO $.
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24
25
26
27
28
29
30
31
32
33
34
35
36
37
38
39
40
41
42
43
44
45
46
47
48
49
50
51
52
53
54
55
56
57
58
59
60
61
62
63
64
65
66
67
68
69
70
71
72
73
74

$4{

${

$1{

$4{
$4{

positive-in-imp.

positive-in-imp

positive-in-app.0

positive-in-app.1

positive-in-app

$e
$a
$e
$e
$a

positive-in-exists.O

positive-in-exists

#Positive xX
#Positive xX
#Positive xX
#Positive xX
#Positive xX
$e #Positive
$a #Positive

phl $.

( \imp phO phl ) $. $}
phO $.

phl $.

( \app phO phl ) $. $}
xX phO $.

xX ( \exists x phO ) $.

positive-in-mu.0 $e #Positive xX phO $.

positive-in-mu

$a #Positive xX ( \mu X phO ) $. $}

$d xX phO $. positive-disjoint $a #Positive xX phO $. $}
$d xX yY $. negative-in-var $a #Negative xX yY $. $}

negative-in-symbol $a #Negative xX sg0O $.

negative-in-bot $a #Negative xX \bot

$4{

$4{

$4{

$4{

$4{
$4

fresh-in-symbol

$4{

${

${

$4{

${

$1{

$4{

negative-in-imp.

negative-in-imp.

negative-in-imp

negative-in-app.

negative-in-app.

negative-in-app

0
1

$e
$e
$a
$e
$e
$a

negative-in-exists.O

negative-in-exists

#Positive xX
#Negative xX
#Negative xX
#Negative xX
#Negative xX
#Negative xX
$e #Negative
$a #Negative

$.

phO $.

phl $.

( \imp phO phil ) $. $}
phO $.

phl $.

( \app phO phil ) $. $}
xX phO $.

xX ( \exists x phO ) $.

negative-in-mu.0 $e #Negative xX phO $.

negative-in-mu

$a #Negative xX ( \mu X phO ) $. $}

$d xX phO $. negative-disjoint $a #Negative xX phO $. $}
$d xX yY $. fresh-in-var $a #Fresh xX yY $. $}

fresh-in-imp.0
fresh-in-imp
fresh-in-app.0
fresh-in-app

fresh-in-substitution.1 $e #Substitution ph2 phO phl xX $.

$e
$a
$e
$a

$a #Fresh xX sg0 $.

#Fresh xX phO $.
#Fresh xX ( \imp phO phl ) $. $}
#Fresh xX phO $.
#Fresh xX ( \app phO phl ) $. $}

$d xX x $. fresh-in-exists.O0 $e #Fresh xX phO $.
fresh-in-exists $a #Fresh xX ( \exists x phO ) $. $}
fresh-in-exists-shadowed $a #Fresh x ( \exists x phO ) $.
$d xX X $. fresh-in-mu.0 $e #Fresh xX phO $.
fresh-in-mu $a #Fresh xX ( \mu X phO ) $. $}
fresh-in-mu-shadowed $a #Fresh X ( \mu X phO ) $.

$d xX phO $. fresh-disjoint $a #Fresh xX phO $. $}

${ fresh-in-substitution.0 $e #Fresh xX phl §$.

fresh-in-bot

$3

$3

$a #Fresh xX \bot $.

fresh-in-imp.1 $e #Fresh xX phl $.

fresh-in-app.1 $e #Fresh xX phl $.

fresh-in-substitution $a #Fresh xX ph2 $. $3}
fresh-after-substitution.0 $e #Fresh xX phO $.
fresh-after-substitution.1 $e #Fresh xX phl $.

fresh-after-substitution.2 $e #Substitution ph2 phO phl yY $.

fresh-after-substitution $a #Fresh xX ph2 $. $}
substitution-var-same $a #Substitution phO xX phO xX §$.

$d xX yY $. substitution-var-diff $a #Substitution

substitution-symbol $a #Substitution sgO sgO phO xX $.

substitution-bot

$a #Substitution \bot \bot phO xX §$.
${ substitution-imp.0 $e #Substitution phl ph3 phO xX

©*»

substitution-imp.1 $e #Substitution ph2 ph4 phO xX $.
substitution-imp
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75 $a #Substitution ( \imp phl ph2 ) ( \imp ph3 ph4 ) phO xX $. $}
76 ${ substitution-app.0 $e #Substitution phl ph3 phO xX $.

7 substitution-app.l1 $e #Substitution ph2 ph4 phO xX $.

78 substitution-app

79 $a #Substitution ( \app phl ph2 ) ( \app ph3 ph4 ) phO xX $. $}
80 substitution-exists-shadowed

81 $a #Substitution ( \exists x phl ) ( \exists x phl ) phO x $.

82 ${ $d xX x $. $d4 y pho $.

83 substitution-exists.0 $e #Substitution ph2 phl y x $.

84 substitution-exists.1 $e #Substitution ph3 ph2 phO xX §.

85 substitution-exists

86 $a #Substitution ( \exists y ph3 ) ( \exists x phl ) phO xX $. $}

87 substitution-mu-shadowed $a #Substitution ( \mu X phl ) ( \mu X phl ) phO X $.
88 ${ $d xX X $. $4 Y phOo $.

89 substitution-mu.0 $e #Substitution ph2 phl Y X $.
90 substitution-mu.1 $e #Substitution ph3 ph2 phO xX §.
91 substitution-mu $a #Substitution ( \mu Y ph3 ) ( \mu X phl ) phO xX $. $}

92 substitution-identity $a #Substitution phO phO xX xX §$.
93 ${ yY-free-in-phO $e #Fresh yY phO $.

94 phl-definition $e #Substitution phl phO yY xX $.

95 ${ substitution-fold.O $e #Substitution ph2 phl ph3 yY $.

96 substitution-fold $a #Substitution ph2 phO ph3 xX $. $}
97 ${ substitution-unfold.O0 $e #Substitution ph2 phO ph3 xX $.

98 substitution-unfold $a #Substitution ph2 phl ph3 yY $. $} $}
99 ${ substitution-inverse.O0 $e #Fresh xX phO $.

100 substitution-inverse.1l $e #Substitution phl phO xX yY §$.

101 substitution-inverse $a #Substitution phO phl yY xX $. $}

102 ${ substitution-fresh.0 $e #Fresh xX phO $.

103 substitution-fresh $a #Substitution phO phO phl xX $. $}

104 application-context-var $a #ApplicationContext xX xX §$.

105 ${ $d4 xX phi $.

106 application-context-app-left.0 $e #ApplicationContext xX phO $.
107 application-context-app-left

108 $a #ApplicationContext xX ( \app phO phl ) $. $}

109 ${ $4 xX pho $.

110 application-context-app-right.0 $e #ApplicationContext xX phl $.
111 application-context-app-right

112 $a #ApplicationContext xX ( \app phO phl ) $. $}

113 notation-reflexivity $a #Notation phO phO $.
114 ${ notation-symmetry.0 $e #Notation phO phl $.

115 notation-symmetry $a #Notation phl phO $. $}

116 ${ notation-transitivity.0 $e #Notation phO phl $.
117 notation-transitivity.1l $e #Notation phl ph2 §.
118 notation-transitivity $a #Notation phO ph2 $. $}
119 ${ notation-positive.O $e #Positive xX phO $.

120 notation-positive.1l $e #Notation phl phO $.

121 notation-positive $a #Positive xX phl $. $}

122 ${ notation-negative.0 $e #Negative xX phO $.

123 notation-negative.1l $e #Notation phl phO §$.

124 notation-negative $a #Negative xX phl $. $}

125 ${ notation-fresh.0 $e #Fresh xX phO $.

174



126 notation-fresh.1 $e #Notation phl phO $.

127 notation-fresh $a #Fresh xX phl $. $}

128 ${ notation-substitution.0 $e #Substitution phO phl ph2 xX §$.
$e #Notation ph3 phO §$.

129 notation-substitution.1
130 notation-substitution.2 $e #Notation ph4 phl $.
3

131 notation-substitution.3 $e #Notation ph5 ph2 §$.

132 notation-substitution $a #Substitution ph3 ph4 ph5 xX $. $}

133 ${ notation-application-context.O $e #ApplicationContext xX phO $.

134 notation-application-context.1l $e #Notation phl phO $.

135 notation-application-context $a #ApplicationContext xX phl $. $}

136 ${ notation-proof.0 $e |- phO $. notation-proof.1l $e #Notation phl phO $.
137 notation-proof $a |- phil $. $}

138 ${ notation-imp.0 $e #Notation phO ph2 $.

139 notation-imp.1 $e #Notation phl ph3 $.

140 notation-imp $a #Notation ( \imp phO phl ) ( \imp ph2 ph3 ) $. $}

141 ${ notation-app.0 $e #Notation phO ph2 $.

142 notation-app.1l $e #Notation phl ph3 $.

143 notation-app $a #Notation ( \app phO phl ) ( \app ph2 ph3 ) $. $}

144 ${ notation-exists.0 $e #Notation phO phl $.

145 notation-exists $a #Notation ( \exists x phO ) ( \exists x phl ) $. $}
146 ${ notation-mu.0 $e #Notation phO phl §$.

147 notation-mu $a #Notation ( \mu X phO ) ( \mu X phl ) $. $}

148 $c \not $. not-is-pattern $a #Pattern ( \not phO ) $.

149 not-is-sugar $a #Notation ( \not phO ) ( \imp phO \bot ) §$.

150 $c \or $. or-is-pattern $a #Pattern ( \or phO phl ) $.

1561 or-is-sugar $a #Notation ( \or phO phl ) ( \imp ( \not phO ) phl ) $.

1562 $c \and $. and-is-pattern $a #Pattern ( \and phO phl ) $.

1563 and-is-sugar

154 $a #Notation ( \and phO phil ) ( \not ( \or ( \mot phO ) ( \not phl ) ) ) $.

165 proof-rule-prop-1 $a |- ( \imp phO ( \imp phil phO ) ) §.

166 proof-rule-prop-2 $a |- ( \imp ( \imp phO ( \imp phl ph2 ) )

157 ( \imp ( \imp phO phl ) ( \imp phO ph2 ) ) ) $.
168 proof-rule-prop-3 $a |- ( \imp ( \imp ( \imp phO \bot ) \bot ) phO ) $.

159 ${ proof-rule-mp.0 $e |- ( \imp phO phl ) §$.

160 proof-rule-mp.1 $e |- phO $.

161 proof-rule-mp $a |- phl $. $}

162 ${ proof-rule-exists.O0 $e #Substitution phO phl y x $.

163 proof-rule-exists $a |- ( \imp phO ( \exists x phl ) ) $. $}

164 ${ proof-rule-gen.0 $e |- ( \imp phO phl ) $.

165 proof-rule-gen.1 $e #Fresh x phl $.

166 proof-rule-gen $a |- ( \imp ( \exists x phO ) phl ) $. $3}

167 ${ proof-rule-propagation-bot.0 $e #ApplicationContext xX phO $.

168 proof-rule-propagation-bot.1 $e #Substitution phl phO \bot xX $.

169 proof-rule-propagation-bot $a |- ( \imp phl \bot ) $. $}

170 ${ proof-rule-propagation-or.0 $e #ApplicationContext xX phO $.

171 proof-rule-propagation-or.1 $e #Substitution phl phO ( \or ph4 ph5 ) xX $.
172 proof-rule-propagation-or.2 $e #Substitution ph2 phO ph4 xX §$.

173 proof-rule-propagation-or.3 $e #Substitution ph3 phO ph5 xX $.

174 proof-rule-propagation-or $a |- ( \imp phl ( \or ph2 ph3 ) ) $. $}

176 ${ proof-rule-propagation-exists.0 $e #ApplicationContext xX phO $.
176 proof-rule-propagation-exists.1
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177 $e #Substitution phl phO ( \exists y ph3 ) xX $.

178 proof-rule-propagation-exists.2 $e #Substitution ph2 phO ph3 xX $.
179 proof-rule-propagation-exists.3 $e #Fresh y phO $.
180 proof-rule-propagation-exists $a |- ( \imp phl ( \exists y ph2 ) ) $. $}

181 ${ proof-rule-frame.O $e #ApplicationContext xX phO $.

182 proof-rule-frame.1l $e #Substitution phl phO ph3 xX $.

183 proof-rule-frame.2 $e #Substitution ph2 phO ph4d xX $.

184 proof-rule-frame.3 $e |- ( \imp ph3 phd ) §.

185 proof-rule-frame $a |- ( \imp phl ph2 ) $. $}

186 ${ proof-rule-prefixpoint.0 $e #Substitution phO phl ( \mu X phl ) X $.
187 proof-rule-prefixpoint $a |- ( \imp phO ( \mu X phl ) ) $. $}

188 ${ proof-rule-kt.0 $e #Substitution phO phl ph2 X $.

189 proof-rule-kt.1 $e |- ( \imp phO ph2 ) $.

190 proof-rule-kt $a |- ( \imp ( \mu X phl ) ph2 ) $. $}

191 ${ proof-rule-set-var-substitution.0 $e #Substitution phO phl ph2 X $.

192 proof-rule-set-var-substitution.1 $e |- phl §$.

193 proof-rule-set-var-substitution $a |- phO $. $}

194 proof-rule-existence $a |- ( \exists x x ) $.

195 ${ proof-rule-singleton.0 $e #ApplicationContext xX phO $.

196 proof-rule-singleton.1l $e #ApplicationContext yY phl $.

197 proof-rule-singleton.2 $e #Substitution ph3 phO ( \and x ph2 ) xX $.
198 proof-rule-singleton.3

199 $e #Substitution ph4 phl ( \and x ( \mot ph2 ) ) yY $.

200 proof-rule-singleton $a |- ( \not ( \and ph3 ph4 ) ) $. $}
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Chapter 8: PROOF-CERTIFYING PROGRAM EXECUTION

Our vision is that of an ideal language framework, as shown in Figure [I.T| where program-
ming language designers only need to write formal definitions of their languages, and all
language tools are automatically generated by the framework. The K framework, as discussed
in Section [2.15] pursues the above vision by providing a simple and intuitive front-end
language (i.e., a meta-language) for defining programming languages. K also provides a set of
language-agnostic (also called language-independent or language-parametric) tools, including
a parser, an interpreter, a deductive verifier, and a program equivalence checker [3], 4]. These
tools can be instantiated by the formal semantics of any given programming language.

What is missing in K is the ability to generate machine-checkable correctness certificates.
Currently, K has over 500,000 lines of code written in 4 programming languages, with new
code committed to the code base on a weekly basis. The K code base includes complex data
structures, algorithms, optimizations, and heuristics to support the various features that
are needed for defining the formal semantics of programming languages. For example, K
uses BNF grammars for defining formal language syntax, constructors and terms for defining
computation configurations, rewrite rules for defining operational semantics, and strictness
and contexts for defining evaluation orders. All the above make it challenging to formally
verify the correctness of K.

The objective of this chapter and Chapter[J)is to propose a practical approach to establishing
the correctness of K via proof generation. The idea is similar to translation validation [135],
which was proposed to approach the verification of translators, such as compilers. Instead
of proving that a compiler produces the correct code for all source code, it is proved that
each individual compilation process is correct. In the context of K, it means to prove the
correctness of every language task that K does. Specifically, for any programming language L
defined in K, we translate its formal semantics into an AML theory I'. For any computation
and formal analysis task (e.g., executing a program or verifying the functional correctness of
a program) carried out using K, we encode its correctness as an AML pattern .. Then,

the correctness of K is reduced to proving the following AML theorem:
FL F Dtask (81>

Proof generation is the process of generating a formal proof for the above theorem, for the

given L and ¢;4.,. The outcome of proof generation is a proof object for I'V I ¢4 that can
be directly checked by the AML proof checker in Section [7.4, This way, the correctness of K

is reduced to the correctness of proof checking.
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In this chapter we focus on proof generation for program execution. For any execution
trace, we generate a corresponding AML proof object that justifies its correctness. Since
the correctness certificate is generated for each execution trace, we achieve proof-certifying
program execution. In Chapter [9] we apply the same idea to achieve proof-certifying formal
verification.

Much of the content in this chapter comes from [136].

8.1 OVERVIEW

Our approach to proof-certifying program execution consists of four components: (1) AML
as a logical foundation of K; (2) proof hints; (3) the proof generation procedures; and (4) the
AML proof checker in Section [7.4] We give an overview of these components below.

AML serves as the logical foundation of our proof generation process and also of K. By
that, we mean that any programming language L defined in K is translated to an AML
theory ', which, roughly speaking, consists of symbols that represent the formal syntax
of L and axioms that specify its formal semantics. Program execution is specified by the

following theorem:
FL - Pinit = ezec Pfinal (82)

where @, and g, are patterns representing the initial and final states, respectively. The
operation =, is defined as a notation, i.e., Yinit = czec Pfinal = Pinit — ©Pfinai, Where
OPfinal = X . Phinar V X is the “eventually” operator in Section .

A proof hint consists of the necessary information that K should give to the proof generation
procedures to help generate proof objects. For program execution, a proof hint includes the

following information:

1. the complete execution trace ¢, @1, ..., @n, Where o = @i and ¢, = Qfina; wWe call

Yo, - - -, P the intermediate snapshots;

2. for each step from ¢; to ¢;11, the rewriting information that consists of the rewrite/se-
mantic rule Qs = cree ©rs that is applied, and the corresponding substitution 6 such

that Qplhsg = ;.

Given a proof hint, the proof generation procedure for program execution calls a sub-
procedure to generate the proof objects for all the one-step execution steps, i.e., I'V |
©i = ezec Pir1 for all i. For each of the sub-goal, we generate its proof object by further
decomposing it into applying a rewrite rule and applying simplification rules, which can

be further decomposed into applying substitution, equational reasoning, etc. Once all the
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1 module TWO-COUNTERS

2 imports INT

3 syntax State ::= "<" Int "," Int ">"
1 configuration <T> $PGM:State </T>

5 rule <M, N> => <M -Int 1, N +Int M>
6 requires M >Int O

7 endmodule

Figure 8.1: Running Example TWO-COUNTERS.

sub-goals are proved, we put together all the generated sub-proof objects and output the
final proof object. The generated proof objects can be automatically checked by the AML
proof checker in Section [7.4]

To sum up, our approach to proof-certifying program execution is based on K and its
logical foundation AML. Programming language semantics defined in K are translated to
AML theories. Program execution can be formalized as AML theorems, whose proofs are

automatically generated and checked. The key characteristics of our approach are that:

1. it is faithful to the actual implementation of K because proof certificates are generated
from proof hints, which include all the intermediate snapshots and the actual rewriting

information, provided by K;

2. it is practical because correctness certificates are generated for each execution case on

a case-by-case basis, avoiding the verification of the entire K;

3. it is trustworthy because the correctness certificates can automatically checked by a

proof checker.

8.2 A RUNNING EXAMPLE

We use a simple example as shown in Figure to explain our proof generation procedures.
The semantics TWO-COUNTERS defines a state machine with two counters. A computation

configurations is a pair (m,n) and its semantics is given by the following rewrite rule:
(m,n) = (m—1,n+m) if m >0 (8.3)

In each execution step, TWO-COUNTERS adds n by m and reduces m by 1. Starting from the
initial state (m,0), TWO-COUNTERS carries out m execution steps and terminates at the final
state (0, m(m + 1)/2), where m(m +1)/2=m+ (m — 1) +--- + 1. The following shows a
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concrete program execution trace of TWO-COUNTERS starting from the initial state (100, 0):
(100, 0), (99, 100), (98,199), ..., (1,5049), (0, 5050) (8.4)

To make K generate the above execution trace, we need to follow these steps:
1. Prepare the initial state (100, 0) in a source file, say 100.two-counters.
2. Compile TWO-COUNTERS into an AML theory (discussed in Section ;
3. Use the K execution tool krun and pass the source file to it:
$ krun 100.two-counters --depth N

The option --depth N tells K to execute for N steps and output the corresponding intermediate
snapshot. By letting N be 1, 2, ..., we collect all the intermediate snapshots in Equation .

The proof hint of Equation includes the rewriting information for each execution step,
i.e., the rewrite rule that is applied and the corresponding substitution. In TWO-COUNTERS,
there is only one rewrite rule, and the substitution can be easily obtained by pattern matching,
where we simply match the snapshot with the left-hand side of the rewrite rule.

Note that we regard K as a “black box”. We are not interested in its complex internal
algorithms. Instead, we hide such complexity by letting K generate proof hints. This way, we
create a separation of concerns between K and proof generation. K can aim at optimizing the
performance of the auto-generated language tools, without making proof generation more

complex.

8.3 TRANSLATING K TO AML

To compile programming languages semantics in K to AML theories, we use the existing K
compilation tool kompile. The tool kompile translates a K semantics into an AML theory
written in a formal language called Kore, which can be regarded as AML extended with the
theories of equality, sorts, and rewriting. To formalize the compiled Kore definitions in proof
objects, we first formalize the theories of equality, sorts, and rewriting and then translate
Kore definitions into AML axioms, as shown in Figure

Phase-1 translation is from K to Kore, where we pass two-counters.k to kompile:

$ kompile two-counters.k
The result is a compiled Kore definition two-counters.kore. Figure shows an example

auto-generated Kore axiom that corresponds to the rewrite rule in Equation (8.3). As we can
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rule <M, N> => <M -Int 1, N +Int M>
requires M >Int 0

K Definition

The K Compilation Tool
kompile

\and (\pair (M, N), \gte(M, 0)),

Kore Deﬁnltlon \pair (\minus (M, 1), \plus(N, M))

T
)

Automatic Encoder from Kore to AML

$a |- ( \rewrites
AML Theory (\and ( \pair M N ) ( \gte M 0 ) )

(encoded in Metamath) ) s( \pair ( \minus M 1) ( \plus N M) )

Figure 8.2: Two-Phase Translation from K to AML via Kore

see, Kore is at a much lower-level than K, where the programming language concrete syntax
and K’s front-end syntax are parsed and replaced by the abstract syntax trees, represented
by the constructor terms.

Phase-2 translation is from Kore to AML. We develop an automatic encoder that translates
Kore syntax into AML patterns. Since Kore is essentially the theory of equality, sorts, and
rewriting, we define the syntactic constructs of the Kore language as AML notation and

theories, using the mechanisms introduced in Section [7.4]

8.4 GENERATING PROOFS FOR ONE-STEP EXECUTIONS

The key step in our approach is to generate proof objects for one-step executions. There
proof objects are then put together to build the final proof objects for an entire execution
trace using the transitivity of the rewriting relation. Thus, we focus on the proof generation

procedures for one-step executions.

8.4.1 Problem formulation

Consider the following K definition that consists of K conditional rewrite rules:
S:{tk/\pkﬁezecsk|k’:1,2,...,K} (85)

where t;, and s, are the left- and right-hand sides of the rewrite rule, respectively, and p

is the rewriting condition. Consider an execution trace ¢g, ¢1, ..., @, Where ¢y, ..., p, are
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intermediate snapshots. We let K generate the following proof hint:
e = (ko, 90), ey (knfl, Gn,l) (86)

where for each 0 < i < n, k; denotes the rewrite rule that is applied on ¢; (1 < k; < K) and
0; denotes the corresponding substitution such that ¢;.60;, = ;. For example, the rewrite rule
of TWO-COUNTERS, restated below:

(m,n) =epee (M —1,m+m) ifm>0 (8.7)

has the left-hand side ¢, = (m,n), the right-hand side s, = (m —1,n+m), and the condition
pr = m > 0. Note that the right-hand side pattern s; contains the arithmetic operations “+”
and “—" that can be further evaluated to a value, if concrete instances of the variables m and
n are given. Generally speaking, the right-hand side of a rewrite rule may include (built-in
or user-defined) functions that are not constructors and thus can be further evaluated. We
call such evaluation process a simplification. Therefore, the sub-proof goals for one-step

executions are as follows:

I g = sp,00 // by applying tx, A pr, = sk, using 6y (8.8)
I F sp00 = @1 // by simplifying s, 0o (8.9)

(8.10)
I F o1 = sk, 0n // by applying tx. _, A pk,_, = Sk,_, using 0, 4 (8.11)
Ik s, 0h1 = 0 // by simplifying sy, 60, 1 (8.12)

As we can see, there are two types of proof goals: one for applying rewrite rules and one for

applying simplification rules. We discuss their proof generation procedures in the following.

8.4.2 Applying rewrite rules

The main steps in proving I' - ¢; = sk, 0; are to instantiate the rewrite rule ¢, Apg, = s,
by the substitution
Qi - [Cl/xlu"'7cm/xm] (813)

in the proof hint, and then show that the (instantiated) rewriting condition py,6; holds. Here,
x1,..., T, are the variables that occur in the rewrite rule and cy, ..., ¢, are terms by which
we instantiate the variables. For (1), we need to first prove the following lemma, called

(FUNCTIONAL SUBSTITUTION) in Figure which states that V-quantification can be
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instantiated by functional patterns:

VT .ty NP, = Sk, 3101 =1+ Y - Pm = Um
tkﬁi A pkﬁi = skzﬂi

.oy Ym fresh
Y1, » Y res (814)

Intuitively, the premise Jy; . o1 = y; states that ¢, is a functional pattern because it equals to
some element y;. If © in Equation is the correct proof hint, 6; is the correct substitution
and thus t;.0; = ¢;. Therefore, to prove the original proof goal for one-step execution, i.e.
'L p; = sp,0;, we only need to prove that T'F & py.6;, i.e., the rewriting condition py, holds
under 60;. This is done by simplifying py,6; to T, discussed below.

8.4.3 Applying simplification rules

K carries out simplification exhaustively before trying to apply a rewrite rule, and simplifi-
cations are done by applying (oriented) equations. Generally speaking, let s be a term and
p — t =t' be a (conditional) equation, we say that s can be simplified w.r.t. p — ¢t = ¢, if
there is a sub-pattern sy of s (written s = C'[sg] where C' is a context) and a substitution
such that so = t0 and pf holds. The resulting simplified pattern is denoted C[t']. Therefore,
a proof object of the above simplification consists of two proofs: 'L F s = C[t'f] and Tt F p6.
The latter can be handled recursively, by simplifying pf to T, so we only need to consider
the former.

The main steps of proving I'! - s = C[t'd] are the following:

1. to find C, sg, 0, and t = ¢’ in T'Y such that s = C[sg] and sq = t0; in other words, s can
be simplified w.r.t. ¢ = t' at the sub-pattern sq;

2. to prove I'l' - sy = #'0 by instantiating ¢ = ¢’ using the substitution 6, using the same

(FUNCTIONAL SUBSTITUTION) lemma as above;
3. to prove I'l = C[sg] = C[t'] using the transitivity of equality.

Finally, we repeat the above one-step simplifications until no sub-patterns can be simplified

further. The resulting proof objects are then put together by the transitivity of equality.

8.5 EVALUATION

In this section, we evaluate the performance of our implementation and discuss the

experiment results, summarized in Table 8.1} We use two sets of benchmarks. The first is
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Table 8.1: Proof Generation and Proof Checking Performance: Program Execution

Proof Generation Proof Checking  Proof Size
sem rewrite total logic task total kLOC MB

10.two-counters 5.95 12.19 1813 3.26 0.19 3.44 963.8 77
20.two-counters 6.31 24.33 30.65 3.41 0.38 3.79 1036.5 &3
50.two-counters 6.48 73.09 79.57 3.52 0.98 4.50 1259.2 100
100.two-counters 6.75 177.55 184.30 3.50 2.10 5.60 1635.6 130

Program

add8 11.59 153.34 164.92 3.40 3.09 6.48 1986.8 159
factorial 3.84 34.63 38.46 3.57 0.90 4.47 12179 97
fibonacci 4.50 1251 17.01 3.44 0.21 3.65 971.7 77
benchexpr 8.41 53.22 61.62 3.61 0.80 4.41 1191.3 95
benchsym 8.79 4771 56.50 3.53 0.72 4.25 1163.4 93
benchtree 8.80 26.86 35.66 3.47 0.32 3.80 1021.5 &1
langton 5.26 23.07 28.33 3.46 0.40 3.86 1048.0 &4
mul8 14.39 279.97 294.36 3.48 7.18 10.66 3499.2 280
revelt 498 51.83 56.81 3.35 1.10 4.45 1317.4 105
revnat 4.81 123.44 128.25 3.37 5.28 8.65 2691.9 215

tautologyhard 5.16 400.89 406.05 3.55 14.50 18.04 6884.7 550

our running example TWO-COUNTERS with different inputs (10, 20, 50, and 100). The second
is REC [137], which is a popular performance benchmark for rewriting engines. We evaluate
both the performance of proof generation and that of proof checking. Our implementation

can be found in [138]. The main takeaways of our experiments are the following:

1. Proof checking is efficient and takes a few seconds; in particular, the task-specific
checking time is often less than one second (see the “task” column in Table [8.1)).

2. Proof generation is slower and takes several minutes.
3. Proof objects are huge, often of millions LOC (wrapped at 80 characters).

We measure the proof generation time as the time to generate complete proof objects
following the proof generation procedures in Section from the compiled Kore definitions
and proof hints. As shown in Table [8.1] proof generation takes around 17-406 seconds
on the benchmarks, and the average is 107 seconds. Proof generation can be divided into
two parts: that of the language semantics ' and that of the (one-step and multi-step)
program executions. Both parts are shown in Table 8.1] under columns “sem” and “rewrite”,
respectively. For the same language, the time to generate language semantics I'” is the same

(up to experimental error). The time for executions is linear to the number of steps.
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Proof checking is efficient and takes a few seconds on our benchmarks. We can divide the
proof checking time into two parts: that of the logical foundation and that of the actual
program execution tasks. Both parts are shown in Table [8.I] under columns “logic” and
“task”. The “logic” part includes formalization of AML and its basic theories, and thus is
fixed for any programming language and program and has the same proof checking time (up
to experimental error). The “task” part includes the language semantics and proof objects
for the one-step and multi-step executions. Therefore, the time to check the “task” part is a
more valuable and realistic measure, and according to our experiments, it is often less than 1
second, making it acceptable in practice.

Note that the time for “task-specific” proof checking is roughly the same as the time for
K to parse and execute the program. There is no significant performance difference on our
benchmarks between running the programs directly in K and checking the proof objects.
Furthermore, there exists much potential to optimize the performance of proof checking and
make it even faster than program execution. For example, proof checking is an embarrassingly
parallel problem, because each meta-theorems can be proof-checked entirely independently.
We can thus further reduce the proof checking time by running multiple instances of the

proof checker in parallel.
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Chapter 9: PROOF-CERTIFYING FORMAL VERIFICATION

We push the idea in Chapter [§] further and apply it to achieve proof-certifying formal
verification. We first review the verification algorithm (Algorithm that automates the
reachability proof rules in Figure 2.12]in Section [9.1l Then, we describe the proof generation
procedures for symbolic execution (Section , pattern subsumption (Section , and
coinductive reasoning (Section . We discuss the interesting implementation details in
Section [0.6] and show evaluation results in Section [9.5]

Much of the content in this chapter comes from [139].

9.1 OVERVIEW

We show the language-agnostic verification algorithm of K in Algorithm which is an
optimized implementation of the reachability proof rules in Figure [2.12] The input R is a set
of reachability claims to be verified, including the necessary invariant claims. The algorithm
consists of two procedures: proveAllClaims and proveOneClaim. The first calls the latter
on every input claim. The procedure proveOneClaim starts by checking the subsumption
't F @ — . If it holds, then the claim ¢ =jeach ¢’ is trivially true. If the direct subsumption
is false, we perform symbolic execution for one step from ¢ to get a set @) of all its successors.
Both successors (Line|8)) and successorsg (Line calculate all the successors of a given
configuration. successors uses only the formal semantics in I'* while successorsg uses
both the semantic rules and the claims in R. This is sound because at least one real semantic
step has been made in Line [} If Q # (), the algorithm nondeterministically chooses a
frontier pattern Yoy from @ and checks whether g, satisfies ¢'. If yes, the verification
succeeds (Line . Otherwise, the algorithm symbolically executes gon; and continues with
its successors (Line [12), following both the semantic rules and the claims in R. This is sound
because in Line [§ before the while loop, we have computed the successors of ¢ using only
the semantic rules. Immediately after that, when we entered the loop for the first time, we
chose one successor of ¢, say o (Line . Therefore, we have I'" ¢ =+ .. Since at
least one execution step has been made, the (TRANSITIVITY) rule in Figure moves all
the circularity claims (i.e., the claims in R) to the axiom set so they can be used as semantic
axioms in computing further successors (Line .

In this work we only consider verifying reachability claims on one path, called one-path
reachability. The procedure proveOneClaim nondeterministically chooses a frontier pattern

Ypony from all the possible successors in @) (see Line , which amounts to looking for
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Algorithm 9.1: Algorithm for Proving One-Path Reachability Claims

1 procedure proveAllClaims(R)
2 foreach ¢ =,cuen ¢ € R do
L if proveOneClaim(R, ¢ =, ¢') = failure then return failure;

4 return success;

5 // a nondeterministic algorithm for proving one reachability claim
6 procedure proveOneClaim(R, ¢ = caen ¢©')

7 if 'L - ¢ — ¢’ then return success;

8 @ :— successors(y);

9 | while Q # 0 do

10 Ugront :— choose(R); // a nondeterministic choice

11 if T'X F Ypons — ¢’ then return success;

12 else () :— successorsg (Vgont);

13 return failure;

the one execution path that satisfies the reachability claim. Therefore, proveOneClaim is
successful if there exists a successful run, in which case a particular execution trace is found
as the witness of the claim being verified. Based on this execution trace, we can generate
an AML proof object. On the other hand, proveOneClaim fails if there is no successful
run. A deterministic implementation of proveOneClaim will require backtracking for all
the nondeterministic choice(s) in Line [I0} In this work we consider proof generation for
successful verification runs so we always assume that there is a successful run of Line [10]
Finally, the procedure proveAllClaims calls proveOneClaim on all claims in R and the
entire verification is successful if proveAl1Claims is successful.

Our goal is to generate proof objects for Algorithm 0.1} For clarity, we divide it into three

proof generation procedures:
1. Generating proofs for symbolic execution (corresponding to Lines [8 and ;
2. Generating proofs for pattern subsumption (corresponding to Line ;
3. Generating proofs for coinductive reasoning (corresponding to the use of R in Line [12)).

We discuss these proof generation procedures in the following.
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9.2 GENERATING PROOFS FOR SYMBOLIC EXECUTION

We use I'* to denote the AML theory of the formal semantics of a language L. Consider

the following K language definition, which consists of K (conditional) rewrite rules:

exec

{ihsp A qr =L, thsy | k=1,2,... K} CT* (9.1)

where lhsy represents the left-hand side of the rewrite rule, rhs;, represents the right-hand side,

and g denotes the rewriting condition. Unconditional rules can be regarded as conditional

1 1

nee Stands for one-step execution, defined as ¢1 =,

rules where ¢, is T. The notation =
P2 = Y1 —> 8.

In symbolic execution, program configurations often appear with their corresponding
path conditions. We represent them as t A p, where t is a configuration and p is a logical
constraint /predicate over the free variables of t. We call such patterns constrained terms.
Constrained terms are AML patterns.

Unlike concrete execution, symbolic execution can create branches. Therefore, we formulate
proof generation for symbolic execution as follows. The input is an initial constrained term
t A p and a list of final constrained terms ¢; A py,...,%, A p,, which are returned by K as the
result(s) of symbolic executing ¢ under the condition p. Each ¢; A p; represents one possible

execution trace. Our goal is to generate a proof for the following goal:
TEFEAD = epee (L ADPL) V-V (tn A Dy) (Goal)

In other words, here we are certifying the correctness of the successors (and successorsg)
methods used by Algorithm , by proving that I'* F ¢ = ... successors(y), which further
implies I'Y F ¢ =>,cacnh Successors ().

To help generating the proof of , we instrument K to output proof hints, which
include rewriting details such as the semantic rules that are applied and the substitutions

that are used. Formally, the proof hint for the j-th rewrite step consists of:
1. a constrained term t?i“t A p?int that represents the configuration before step j;
2. I; constrained terms ¢ A phirt, t?’il‘;t A p?‘;;t

step j, where for each 1 <[ <;, we also annotate it with an index 1 < k;; < K that

that represent the configurations after

refers to the k;;-th semantic rule in I'* and a substitution 6, ;

3. an (optional) constrained term #{*™ A pi™, where pi™ = p?int A= <p;ift IVERRRY, p?il?t),
called the remainder of step j, representing the part/fragment of the original configura-

tion that “gets stuck”.
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represents one execution branch, obtained by

1
exec

Intuitively, each constrained term t?ilnt A p?il“t

applying the k;;-th semantic rule (i.e., lhsy,, A Gr;, = cyee ThSk,,) using substitution 6;;. The

remainder ¢ A pi®™ denotes the branch where no semantic rules can be applied further and

thus the execution gets stuck. Note that t?int and ¢ may not be syntactically identical,

even if no execution has been made. This is because the path condition pt™

J
the original condition p?int. With this stronger path condition, K can simplify t?i“t further to

is stronger than

e,
J
From the above proof hint, we can generate the proof for one symbolic execution step. For

example, the following specifies the j-th symbolic execution step:

IR (t?i“t A p;ﬂ“t) = e (t?fft A p;i{“) V...V (t?}ljt A p;i;;t) V(5™ AP (Step;)

Recall that = ;.. is the reflexive and transitive closure of the one-step execution relation,
so the remainder configuration can appear at the right-hand side even if no execution step
has been made on that branch. To prove (Step,|), we need to prove the correctness of each

execution branch, for 1 <1 <;:

FL - (t?int A phint) :>1 (thint A p?jlnt) (BranCth)

75l exec \"7j,l

And for the remainder branch, we need to prove

I (t?i“t A p;-em) — (t;em A p;em) (Remainder;)

Therefore, the proof goal (Goall) for symbolic execution is proved in three phases:

1. (Phase 1) Prove (Branch,|) and (Remainder,|) for each step j and branch 1 <1 </;.
2. (Phase 2) Combine (Branch; ) and (Remainder,)) to obtain a proof of (Step,).

3. (Phase 3) Combine ([Step,|) to obtain a proof of (Goal).

We explain these phases in the following. Note that we need many lemmas about the program

execution relation “=-.,..” when we generate proof objects for symbolic execution. The
most important and relevant lemmas are stated explicitly in this section. In total, 196 new
lemmas are formally encoded, and their proofs have been completely worked out based on the
Metamath formalization of the proof system [136, [I138]. These lemmas can be easily reused

for future development.
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9.2.1 Phase 1: Proving (Branch;|) and (Remainder;])

Recall that (Branch; ) is obtained by applying the k;;-th semantic rule from the language
semantics (where 1 < k;; < K):

1
exec

M, , N Qi = exee TSk, (9.2)

From the proof hint, we know that the corresponding substitution is 6;;. Therefore, we

instantiate the semantic rule using 6,; and obtain the following result

FL ~ lhskjﬁj,l A qkj,lejl :>1 rhskj,leﬂ (93)

exec

where we use ¢ to denote the result of applying the substitution 6 to ¢. Note that g, ,0;,
is a predicate on the free variables of Equation (9.3) that holds on the left-hand side, by

propositional reasoning, it also holds on the right-hand side. Therefore, we prove that:
FL + lhskjylej’l A qkj’ﬁj,l :imec rhskj,lﬁﬂ VAN qk.j’lé’jyl (94)

To proceed, we need the following lemma:

1
exec

Lemma 9.1 (=.,,. Consequence).

ey TERY =L ) TERyY =
IM'be=l.¢ (9.5)

Intuitively, Lemma allows us to strengthen the left-hand side and/or weaken the
right-hand side of an execution relation. Using Lemma (9.1 and by comparing our proof
goal with Equation (9.4]), we only need to prove the following two implications
between constrained terms, which we call subsumptions:

FL H (t?int /\p?yilnt) — (lhskﬂgk].,l VAN qkj’lekjyl) FL H (rhsk,“&kj,l VAN qkj’lekjyl) — (t?vilnt /\p?jlnt)J

vV vV
left-hand side strengthening right-hand side weakening

(9.6)

These subsumption proofs are common in our proof generation procedure (e.g. (Remainder])
is also a subsumption). We elaborate on subsumption proofs in Section .
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9.2.2 Phase 2: Proving (Step,))

We combine the proofs for each branch and the remainder as follows:

't E th““t A phmt =! . t;“ft A phlnt (Branch; ;)

: (9.7)
't E thmt A phmt = rec thmt p}-ﬁlrj’_t (Branch;,, )
I thmt APF™ = T A (Remainder;)

Note that our proof goal (Step,|) uses “=,..", while the above use either one-step execution
(“=1L 7)) or implication (“—”). The following lemma allows us to turn one-step execution

and implication (i.e. “zero-step execution”) into the reflexive-transitive execution relation

7

“:EJZEC :
Lemma 9.2 (= Introduction).

M-y b=l .
Il o= ppee ¥ Il o = e ¥ (9.8)

Then, we need to verify that the disjunction of all path conditions in the branches (including

the remainder) is implied from the initial path condition:
FL - phmt - phlnt SV phlnt v pzem (99)

The above implication includes only logical constraints and no configuration terms, and thus
involves only domain reasoning. Therefore, we translate it into an equivalent FOL formula
and delegate it to SMT solvers, such as 73 [123].

From Equation , we can prove that the left-hand side of (Step,]), £4™ A pi™*, can be
broken down into [; + 1 branches by propositional reasoning:

FL - (thlnt A phlnt) (thmt /\phlnt) Y (thlnt A phlnt> (thmt /\prem) (910)

Note that the right-hand side of Equation ((9.10) is exactly the disjunction of all the left-hand
sides of (Branch;;) and (Remainder;|). Therefore, to prove the proof goal (Step,|), we use

the following lemma, which allows us to combine the executions in different branches into

one (we will also need a consequence rule for = ;.. like Lemma which is derivable from

Lemmas and :
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Lemma 9.3 (=, Merge).

FL = ©1 = exec ¢1 QR FL = ©n = exec wn
T\ i =emee \/ ¥ (9.11)
i=1 =1

9.2.3 Phase 3: Proving ((Goal)

We are now ready to generate the final proof object for symbolic execution. At a high
level, the proof uses the reflexivity and transitivity of the program execution relation = ...
Therefore, our proof generation method is an iterative procedure. We start with the reflexivity
of = zec, that is:

T b (t Ap) = ezee (EAD) (9.12)

Then, we repeatedly apply the following steps to symbolically execute the right-hand side of
Equation (9.12)), until it becomes the same as the right-hand side of (Goall):

1. Suppose we have obtained a proof object for
T (EAD) = esee (B AP VooV (G0 AP (9.13)
where ¢, pi™ etc. represent the intermediate configurations and constraints, respec-
tively.

2. Look for a ([Step,)) claim of the form
8 (7 APE™) S (B AP V- (B A D) V (5 AB™) (Step,)

such that 4™ A pii™* = ™ A pi™, for some intermediate constrained term ;™ A pj™.
Without loss of generality, let us assume that i = 1, i.e., the first intermediate constrained
term ¢/ A pi™ can be rewritten/executed using (Step;]).

3. Symbolically execute £ A pi™ in Equation (9.13)) for one step by applying (Step;)), and
obtain the following proof:
T E (EAD) S eree (BT AP Voo v (B AR ) v (B ApE™) (0.14)

Js j?l]

N

right-hand ;ge of
V(8P APS) VLV (e A pie) (9.15)

N J/

TV
same as Equation (9.13)|)
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Finally, after all symbolic execution steps are applied, we check if the resulting proof goal is
the same as (Goal), potentially after permuting the disjuncts on the right-hand side. If yes,
then the proof generation method succeeds and we generate a proof certificate for (Goall).
Otherwise, the proof generation method fails, indicating potential mistakes made by K’s

symbolic execution engine.

9.3 GENERATING PROOFS FOR PATTERN SUBSUMPTION

It is common in generating proof objects for symbolic execution that we need to generate
the proof objects for implications between constrained terms. We call such implications
subsumptions. Formally, a subsumption has the form I'* - (¢t A p) — (¢ Ap’). We reduce it

into the following two sub-goals that are sufficient for the subsumption to hold:
IMEp—yp IMEp—(t=t) (9.16)

To prove the first sub-goal 'Y = p — p/, we note that both p and p’ are logical constraints.
Therefore, its proof is delegated to external SMT solvers. To prove the second sub-goal
'L p— (t =1t), we first try an SMT solver with all constructors abstracted to uninterpreted
functions. If the SMT solver proves the goal with such abstraction, our proof generation
method succeeds. Otherwise, we break down ¢ and ¢’ into sub-terms. Specifically, if ¢ =

f(t1,...,tp) and t' = f(t],...,t)), we reduce the sub-goal into a set of goals:
T'bp—(ti=t) - Tr'Ep— (ta=1) (9.17)

Then we call our proof generation method recursively on the above sub-goals. Note that the
second type of sub-goals corresponds to the unification between ¢ and ¢'.

Our method here for pattern subsumption is incomplete but covers most simplifications
done by K. Generally speaking, it is undecidable to prove such subsumptions as it requires
to prove first-order theorems in an initial algebra of an equational/algebraic specification.
However, there exist techniques that are shown to be effective in automating inductive

theorem proving, such as Maude ITP [66], which can be integrated by our work in the future.

9.4 GENERATING PROOFS FOR COINDUCTION

Recall that the verification algorithm (Algorithm performs symbolic execution from
the left-hand side of each claim until all branches are subsumed by the right-hand side.
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While the proof generation procedures in previous sections Sections and can cover
symbolic execution already, the missing part is line [I2] in Algorithm 0.1, where we apply
not the semantic rules but the claims in R to perform symbolic execution, which forms a
circular argument. Our purpose is to generate proof objects that justify the soundness of
such circular reasoning, by showing that the algorithm is performing a coinduction on the
(potentially infinite) execution trace.

We start with the simplest case when R has only one claim ¢ = jeacn ¥. We assume that
we have already rewritten ¢ to some intermediate configuration ¢’ using at least one steps
(so logically speaking, the set of claims R = {¢ =jeach ¥} has been flushed to the reachability
logic axiom set by (TRANSITIVITY) in Figure [2.12):

I F o= ¢ (9.18)

Further, suppose that the proof hint indicates that we need to apply the original claim

© =reach ¥ (as a coinduction hypothesis) to ¢'. We generate a proof object for this single
step

I F OV free Var(¢, 1) . 0 =reach ) — €’ = reach @ (9.19)

where freeVar(p, 1) is the set of all free variables in ¢ and 1. Intuitively, we instantiate all
the free variables using the substitution specified by the proof hint, where ¢” is the result of
applying the claim ¢ = .. ¥ as a regular semantic rule on ¢’. Recall that Equation ((9.19))
is the encoding of the reachability judgment {¢ =icacn ¥} F;" ' = ¢,

Now, we apply (TRANSITIVITY) to Equations and and obtain the proof object
for

Y F oO(Vfree Var(0,9) . 0 = reach V) — © =1 @ (9.20)

reach

which is the encoding of the reachability judgment l—f{f’fﬁfmchw} v = ¢, where ¢ = cacn ¥
belongs to the circularity set. Then, we reuse the proof generation procedure in Section [9.2]
to generate the proof object for the symbolic execution of ¢”, except that now there is an
additional premise o[J(Vfree Var(y, 1) . ¢ =1each ¥) that encodes the semantics of circularity.

Finally, if the verification algorithm successfully terminates, we will obtain the proof object

T* E oO(Vfree Var(,1) . ¢ =reach 1) = ¢ =reach ¥ (9.21)

which by (CIRCULARITY), derives I'l b ¢ = cacn ¥, as desired.
Generally speaking, Algorithm supports proving n claims at the same time, i.e.,
R = {¢1 =reach V1, - - - » Pr. = reach Un}, Where the proof of each claim could arbitrarily invoke
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Table 9.1: Proof Generation and Proof Checking Performance: Formal Verification

Time (seconds)

Task Spec. LOC Step # Hint Size Proof Size K Gen. Check 1 Check 2
sum. imp 40 42 0.58MB 37/1.6MB 4.2 105 1.8 9.6
sum.reg 46 108 2.24MB 111/3.6MB 9.1 259 5.4 15.9
sum.pcf 18 22 0.29MB 38/1.5MB 29 119 24 12.2
exp.imp 27 31 0.5MB 37/1.5MB 3.7 108 2.0 10.5
exp.reg 27 43 096MB 70/23MB 4.7 177 3.1 13.3
exp.pcf 20 29 0.5MB 65/2.3MB 3.8 199 3.1 13.7
collatz.imp 25 55 1.14MB 49/1.7MB 4.8 138 2.6 124
collatz.reg 37 100 3.66 MB 209/4.7MB 9.3 414 5.5 31.6
collatz.pcf 26 39 1.51MB 110/2.2MB 5.3 247 5.2 23.6
product.imp 44 42 0.62MB 44/1.8MB 3.9 124 24 11.0
product.reg 24 42 0.81MB 65/2.3MB 4.3 164 4.0 11.8
product.pcf 21 48 0.82MB 80/2.8MB 5.3 234 4.9 18.4
gcd. imp 51 93 19MB 74/2.3MB 22.9 237 2.7 17.8
gcd.reg 27 73 1.92MB 124/3.3MB 18.6 306 3.6 16.9
gcd.pct 22 38 1.35MB 150/3.2MB 12.8 367 5.2 28.5
1n/count-by-1 44 25 0.24MB 28/1.3MB 2.7 81 1.6 8.0
1n/count-by-2 44 25 0.26MB 28/1.3MB 9.0 88 1.4 8.1
1n/gauss-sum 51 39 0.53MB 38/1.6MB 4.6 107 2.0 10.2
1n/half 62 65 1.3MB 63/2.2MB 13.1 173 3.0 11.8
1n/nested-1 92 84 1.88MB 104/3.4MB 7.5 231 5.9 20.1

the other claims as coinduction hypotheses. This is called set circularity, which is derivable

in reachability logic (see [140, Lemma 5|)

ARt o = for all (¢ =) € R
ARt o =p forall (p = 1)) € R (9.22)

(SET CIRCULARITY)

Here, all the claims in R are simultaneously added to the circularity set, featuring a mutual
coinduction among all the coinduction hypotheses. Our current implementation does not
support (SET CIRCULARITY) in its full generality. We assume that the proof of each claim
only invokes itself as the coinduction hypothesis. This is not a restriction in theory because
using [140), Lemma 5|, any proof using (SET CIRCULARITY) can be mechanically translated
to one using only (CIRCULARITY ), which is fully supported by our implementation.
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9.5 EVALUATION

We evaluated our proof generation method using two benchmark sets. The first benchmark
set consists of some verification problems of programs written in three programming languages,
which aims at showing that our method is indeed language-agnostic. The second benchmark
set is a selection of C verification examples from the SV-COMP competition [I41]. We used a
machine with Intel i7-12700K processors and 32 GB of RAM. The evaluation results are shown
in Table 9.1l From left to right, we list the verification tasks, specification LOC, number of
symbolic execution steps, proof hint size, proof object size (uncompressed/compressed),
K verifier time (without proof generation), proof generation time, and proof checking time
(check 1 using smetamath [142] and check 2 using our own implementation in Rust [143]).
Tasks with prefix 1n/ are from the loop-new benchmark of SV-COMP [I41]. In the following,
we discuss the benchmark sets and the evaluation results in detail.

To demonstrate that our proof generation method is language-agnostic, we defined three

different programming languages in K:
1. IMP (see Figure [2.13)): a simple imperative language with C-like syntax;
2. REG: an assembly language for a register-based virtual machine;

3. PCF, i.e., programming computable functions [144]: a typed functional language with

a fixed-point operator.
We considered the following verification examples:
1. SUM, which computes 1 + --- + n for input n;
2. EXP, which computes n* for inputs n and k;
3. COLLATZ, which computes the Collatz sequence [145] for input n until it reaches 1;
4. PRODUCT, which computes the product of integers using a loop.

5. GCD, which computes the greatest common divisor of two integers using the Euclidean

algorithm.

All benchmark programs and their formal specifications are implemented /specified in the
three programming languages IMP, REG, and PCF. Table [9.1] shows that our prototype
can generate proof objects for all these programs without additional effort. Besides these
verification examples, we also considered the C programs from the loop-new benchmark set
in the SV-COMP competition [141].
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Even for simple arithmetic programs such as SUM, the symbolic execution process is
complicated, as one can see from the proof object sizes in Table [0.1] A lot of seemingly
innocuous operations that are performed by the K deductive verifier, such as substitution
and equational simplification, result in very long proof objects, which encode proof steps
down to the lowest possible level—the proof system.

We measured the performance of both proof generation and proof checking. For proof
generation, we measured the generation time, the number of symbolic execution steps,
the sizes of the proof hint and the final proof objects. We also measured the sizes of
compressed proof objects using a generic compression tool xz [146]; these compressed proofs
can be decompressed and checked on-the-fly using an online Metamath verifier such as
mmverify [147].

At a high level, the proof generation time consists of (1) the time to generate the AML
theory I'Y from the K formal language semantics of L, and (2) the time to generate the proof
objects using the procedures described in Chapter @] In our experiments, (1) only takes a
few seconds and is linear to the number of semantic rules. Most time is spent on (2), which
is linear to the number of symbolic execution steps conducted during verification and the
sizes of the intermediate configurations. Generally speaking, deductive verifiers are slow,
and it takes even more time for users to propose the right invariants. In our view, it is
therefore acceptable to spend the extra time on generating rigorous and machine-checkable
proof objects for deductive verifiers and their verification runs, which help establish the
correctness of the verification results on a smaller trust base.

Due to the simplicity of Metamath and the 200-line formalization of AML, it is very
fast to check proof objects. Once the proofs are generated, they can be made public as
machine-checkable correctness certificates of the verification tasks. Anyone concerning about
the correctness of the verification can access the public proof objects, set up a proof checking
environment (which is much simpler than setting up a verification environment), and check
the proofs independently. We are optimistic about the scalability of our method on large K
developments because proof checking scales well. The sizes of proof objects are linear to the
number of symbolic execution steps and the sizes of configurations. The complexity of proof
checking is also linear to the sizes of proof objects. We do not see a nonlinear factor or an
exponential explosion in our proof generation method.

Metamath has its own format to compress proofs (see [13, Appendix B]). On top of that,
proof objects can be compressed as plain text files using any mainstream compression tool
such as xz [146], which leads to >95% reduction in the proof sizes, as shown in Table at
the expense of spending more time in decompressing the proofs for proof checking and using

an online proof checker, which can be slower than an offline one. It is left as future work to
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study such space-time trade-off in proof checking and find the right balance.

9.6 DISCUSSION

We first discuss the trust bases of proof checking and K and then provide some interesting

details about our prototype implementation.

9.6.1 Trust base of proof checking

There is an intrinsic distinction between mechanically proving/checking/verifying the
correctness of a tool and trusting that it is correct. Formal verification transfers the trust
on the system in question to that on the verifier, which in some cases can be more complex
than the system being verified. The system can itself be a verifier, which can then be
verified /certified further, following the once-and-for-all or case-by-case approaches above.
Most state-of-the-art verified /verifying tools, including ours, involve a large number of
nontrivial logical transformations and/or encodings of a formal system into another. In
the end, they produce proof objects that can be automatically checked by a proof checker,
which belongs to the trust base. The simpler and smaller the proof checker is, the higher
trustworthiness we achieve.

Most existing works use a proof assistant such as Coq [11] or Isabelle [148] to encode and
check the final proof objects. While proof assistants are commonly used in specifying and
reasoning about computer systems, they are complex artifacts. For example, Coq has 200,000
lines of OCaml, and the safety-critical kernel still has 18,000 lines [149]. It means that if Coq
is used as the final proof checker, there is at least 18,000 lines of OCaml code to be trusted.
It is difficult for us to find the statistics for other proof assistants and/or theorem provers
but we expect they are similar.

Metamath [I3], on the other hand, is a tiny language that can express theorems in abstract
mathematics, accompanied by proofs that can be checked by a program, called a Metamath
verifier. Internally, the Metamath verifier behaves like an automaton with a stack. Axioms
and theorems are associated with unique labels and a proof is a sequence of such labels. To
check a proof, one maintains a stack that is empty initially, scans the proof, and pushes/pops
the axioms and/or the hypotheses/conclusions of theorems accordingly. If in the end the
stack contains exactly one statement that is identical to the theorem being proved, the proof
is checked. In particular, it does not need to do any complex inference such as pattern
matching or unification, making proof checking very simple. As a result, Metamath has

dozens of independently-developed verifiers. [L3] lists 19 of them, some of which are very
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small: 550 lines of C#, 400 lines of Haskell, 380 lines of Lua, and 350 lines of Python. As a
proof-of-concept, we also implemented a Metamath verifier in 740 lines of Rust [143|, which
supports both regular and compressed proofs, and used it in our experiments.

In our work, we use Metamath to encode the proof objects. Also, we build on an existing
formalization of AML and its proof system in 200 lines of Metamath code [I38]. As for what
counts as the actual proof checker in our approach, there can be different opinions, depending
on whether Metamath is regarded as a programming language, or as another calculus whose
inference system is implemented in a mainstream language, on top of which the proof system
of AML is formalized. If Metamath is considered as a programming language, our proof
checker has 200 lines. Otherwise, our proof checker consists of the 200-line Metamath
definition plus an implementation of Metamath (550 lines of C#, 400 lines of Haskell, etc.),
which in total has fewer than 1000 lines.

In our (maybe biased) view, there is no reason to not regard Metamath as a programming
language like C# and Haskell. Metamath is much simpler than (almost) all programming
languages. The fact that Metamath has many independent implementations using different
programming languages makes it depend less on any particular programming language and
its runtime environment, such as compilers and underlying operating systems. Metamath is
also bootstrapping, in the sense that the executable of its own verifier (as a piece of machine
code run on x86-64 Linux) is formally defined in Metamath itself [150, Section 6]. What is
the highest possible correctness guarantee that we can expect from a proof checker? [150]
proposes five possible levels to which we can prove the correctness of the checker, from the
level of a logical rendering of the code to that of the logic gates that make up the computer
and even the fabrication process relative to some electrical or physical model (although one
may not want to do so because the result will be too specific to that particular computer or
digital setup). The meta-point we want to make here is that proof checking systems such as
Metamath have perhaps not received the attention they deserve from the formal verification

and theorem proving community.

9.6.2 Trust base of K

K is a complicated artifact under active development. Among its 550,000 lines of code base,
roughly 40,000 lines are for the frontend, implemented in Java. There is also 160,000 lines
of C++/Java code that focuses mainly on efficient concrete program execution. The most
relevant code base is the 120,000-line Haskell back-end that supports symbolic reasoning and
formal verification. The language-agnostic deductive verifier is implemented in the Haskell
back-end of K.
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The K frontend provides an intuitive frontend syntax that allows to write formal semantics
more easily. For example, the frontend syntax swallows the entire concrete syntax of the
programming language being defined and allows language designers to use directly the concrete
syntax in writing the semantic rules, without needing to write their abstract syntax trees.
Also, the frontend syntax includes shortcuts and notations for writing program configurations.
In a semantic rule, only the necessary part of a configuration needs to be explicitly mentioned,
while the other part can be omitted and automatically inferred by K. The frontend also
implements type inference for the variables in semantic rules, so the users usually do not
need to explicitly specify the variable types.

All the above frontend shortcuts and notations will be eliminated by the frontend of K. The
frontend tool kompile translates the formal language semantics into an intermediate formal
language called Kore [I51]], which is used to specify patterns and axioms. kompile parses
all the concrete syntax into abstract syntax trees, represented as patterns. It also infers
the omitted parts of configurations in semantic rules and the types of all the variables. In
the end, kompile produces one Kore definition— as one source file definition.kore—that
includes the entire AML encoding of the formal language semantics. The compiled Kore file
is then passed to K’s back-ends to generate the corresponding language tools.

Therefore, Kore behaves as the intermediate interface between the frontend and the back-
ends. It is also the boundary between the informal and formal worlds. Since Kore is a formal
specification language for writing AML theories, the formal semantics of a Kore definition is,
by definition, the AML theory that it defines. However, the frontend syntax of K (as shown
in Figure does not (yet) have a formal semantics. Its meaning is completely determined
by kompile, which lacks a formal specification.

In this work, we are interested in certifying back-end correctness. More precisely, we are
certifying the language-agnostic deductive verifier, implemented by the Haskell back-end.
Previously, the correctness of formal verification in K depends on the 120,000-line Haskell
back-end and its internal verification algorithm (Algorithm [9.1]) as well as optimized, complex
algorithms for symbolic execution and pattern matching/subsumption. By generating proof
objects for these algorithms, we eliminate them from the trust base.

We should also clarity that the entire trust base for end-to-end verification in K is still
large and should be further reduced in the future. Firstly, the kompile tool belongs to
the trust base. Secondly, the automatic encoder (developed in [I36]) that translates Kore
into Metamath belongs to the trust base (Figure , although the translation is very
simple; it only parses the Kore definition and prints it in the Metamath format. Thirdly, the
formalization of AML in Metamath belongs to the trust base, which is very small (200 lines).

However, all the back-end algorithms are no longer in the trust base. They are certified by
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AML proofs and the proof checker.

9.6.3 Implementation

We implemented a higher-level tactic language for writing proofs about types/sorts, from
which the lower-level Metamath proofs are constructed. Note that K operates in a sorted
setting while AML is unsorted. Instead, sorts are defined axiomatically using theories. To
bridge this gap and reduce human engineering effort, we developed and used the tactic
language to automate the generation of all the sort-related proofs. For example, to specify
that the free variables x and y in a pattern ¢ have sorts s; and so, respectively, we write
F(x:s1 Ay:se) — @, where z:s; and y: sy are predicates, stating that x and y belong to
the inhabitants of s; and s,, respectively. Now, suppose we have proved - z:s; — ¢ and
F(y:se Axz:s1) = (¥ — ) and we want to prove F (x:s; Ay:s2) — ¢ using the following

propositional lemma:

FO—¢ FO—(p—1)
-0 o (9.23)

The tactic language will automatically rearrange the sort premises by proving that F (x:s; A
Y:82) <> y:82 Ax:sy. Alot of such simple but tedious sort-related proofs are handled by
the tactic language.

We also developed a library of 196 lemmas about the rewriting and reachability relations
such as Lemma in Chapter [0 These lemmas were proved manually in Metamath in
~4,000 lines and have been added to the existing Metamath database of AML. Note that all
these lemmas are checked by the Metamath verifiers so they do not belong to the trust base.

We implemented several optimizations for constructing proof objects to improve perfor-
mance. To avoid reproducing a (sub)-proof over and over again, we cache an incomplete
work-in-progress proof when its size exceeds a certain threshold and add it as a lemma, which
can be used in future proofs to reduce duplicates. To save runtime memory, we represent
proof trees as directed acyclic graphs (DAGs) where the common subtrees are shared. When
we apply an intermediate lemma or combine multiple DAGs, we use a greedy algorithm to
merge the subtrees that have the same conclusion. Even with these optimizations, proofs are
still huge (in the order of tens of megabytes), which is primarily due to the space-inefficient
text-based encoding. To reduce the proof sizes further, we can compress the proofs using
a generic compression tool such as xz [146], which provides >95% reduction in size; see
Section [9.5] for more details.

The K deductive verifier consists of a powerful symbolic execution tool that supports many

complex features such as evaluation order, conditional rewriting, “otherwise” rules (which are
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catch-all rules if no other semantic rules can be applied), user-defined contexts, unification
modulo axioms, etc. Our current prototype implementation supports proof generation for a
significant subset of these features. For evaluation orders, K specifies them using strictness
attributes (Section , which are reduced to a special case of conditional rewriting, which is
supported by our tool. The “otherwise” rules are also reduced to conditional rewriting where
the condition states that no other semantic rules are applicable, and thus are also supported
by our tool. K also provides a more advanced (but also much less often used) way to define
evaluation orders using explicit user-defined contexts, which is not supported by our tool
yet. Finally, unification modulo maps (i.e., unification modulo associativity, commutativity,
and units) is supported. Currently, the logical encoding of a K semantics is computed by
a frontend tool called kompile (see Figure [8.2)), which lacks a clear documentation of the
axioms it generates. This makes developing the proof generation procedure harder because
we need to manually find suitable classes of axioms in kompile’s output. Therefore, we
expect supporting proof generation for large real-world K developments to be a long-term
endeavor, which involves a formalization of kompile and requires a close collaboration with
the K team (see Section for more discussion on kompile).

9.6.4 Future directions

We identify some main future directions of the current work. Firstly, as discussed in
Section the frontend tool kompile needs to be trusted. It is not satisfying, because the
frontend consists of roughly 40,000 lines of Java, while many tasks that it performs, such
as configuration inference and completion, can also be formalized as AML proofs, the same
way how program execution and deductive verification are AML proofs. In the long run, we
see no reason to not formalize the entire K frontend, even including the parser. Indeed, the
concrete syntax given by a context-free grammar can be regarded as the initial algebra of an
equational /algebraic specification [I09]. A parser can then be specified as a function from
the domain of strings (sequences of characters) to that initial algebra. Since initial algebra
semantics can be defined in AML [97], the parsing function can be inductively axiomatized
and certified by AML proofs.

The second future direction is to incorporate proofs for SMT solvers. Currently, our
implementation trusts SMT solvers and does not generate proof objects for them. K uses
SMT solvers for domain reasoning, such as I'V = ¢ — 1, where ¢ and 1) are logical constraints
about domain values such as integers. To prove such domain properties, we encode them
as equivalent FOL formulas and query an SMT solver, thus resulting in a gap in our proof

objects that needs to be addressed separately in the future, following existing research such
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as [152, [153].
The third future direction is to address the current incompleteness of the proof generation
procedure (i.e. failure to produce a proof even when the verifier succeeds). Currently, we can

identify two sources of incompleteness:

1. The subsumption proof generation (Section may not match the actual simplification
procedure of the K verifier, thus resulting in subsumptions that are correctly done by K

but cannot be proved by our proof generation tool.

2. Our proof generation procedure does not support the (SET CIRCULARITY) rule as
discussed in Section [9.4] while the K verifier does use (SET CIRCULARITY) in general.

These sources of incompleteness arise from the inconsistency between our proof generation
procedure and the actual implementation of the K verifier. Therefore, a long-term collaboration
with the K team is required to improve the completeness of our proof generation tool.
Finally, as discussed in Section [0.1], we plan to extend our proof generation method to
support proof generation for all-path reachability reasoning [3, 154]. In the current work,
we only consider one-path reachability logic, which captures the partial correctness of one
execution trace. For nondeterministic and concurrent programs, we need all-path reachability
logic to prove the correctness of all execution traces. All-path reachability logic is proposed
for precisely that purpose. An all-path reachability claim ¢ =7, 1 holds iff for every
maximal and finite execution traces starting from ¢, v is reachable. The proof system of

all-path reachability logic has identical proof rules as one-path reachability logic in Figure 2.12]
v

veach), €xcept one additional axiom called (STEP)

(replacing = with =

(STEP> A |_6€‘10h 2 :Xeach <¢1 VeV 77Z)K) (924)
where A = {lhs; = rhsy,...,lhsx = rhsk} is the set of all the semantic rules, which are

one-path rules in nature. The (STEP) axiom derives all-path claims from these semantic rules,
where 9, is the result of executing ¢ for one step, using the k-th semantic rule lhsy = rhsy
for 1 <k < K. Thus, the (STEP) axiom states that the only way to make an execution step
is to use one of the semantic rules in A. Since the current K pipeline that translates K into
AML (Figure is incomplete and the resulting theory I'* does not have the (STEP) axiom,

proof generation for all-path reachability claims is left as future work.
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Chapter 10: RELATED WORK

We present related work and compare them with this work on the following topics: (1)
existing approaches to programming language frameworks; (2) existing approaches to defining
binders; (3) existing approaches to automated fixpoint reasoning; and (4) existing approaches

to trustworthy programming language tools.

10.1 FORMAL SEMANTICS AND PROGRAMMING LANGUAGE FRAMEWORKS

It is hard to discuss, even summarily, the over half a century of research in formal semantics
and programming language frameworks. Since the 1960s, various semantics notions and
styles have been proposed and become canonical approaches to defining formal semantics,
including Floyd-Hoare axiomatic semantics [14], [15], Scott-Strachey denotational semantics
[16], initial algebra semantics [109], and various types of operational semantics [17, 18] 19} 20].
A nice survey about the earlier research in formal semantics and semantic frameworks in the
past centenary can be found in [I55]. More recent work will be discussed shortly after. By
collecting these references to related work, we realize how much progress we have been made
since the first paper on formal semantics of programs published in 1960s, and how close we
are to reaching the ideal language framework vision (Figure .

CENTAUR [I56] is one of the earliest attempts in developing a system that takes formal
language definitions and automatically generates programming environments, which consist of
many language tools, including interpreters and debuggers, equipped with graphic interfaces.

Proof assistants such as Coq [II] and Isabelle [I48] represent an important trend to define
the formal semantics of programming languages. Programs and program configurations are
defined as data structures, and various types of formal semantics can be defined as functions
or relations on these data structures. Program execution and verification can be done in a
manual, semi-automatic, or fully automatic manner, with or without human interference.
Meta-properties, such as the equivalence between the two different semantics of a language,
can be proved, but often require remarkably effort. Formal syntax is often not considered.

Due to the complexity of aforementioned proof assistants, lightweight tools such as Ott [157]
occurred, serving as an expressive and intuitive front-end to write formal syntax and semantics
definitions of programming languages and calculi. Automatic tools such as those which
sanity-check the formal definitions or translate definitions to proof assistants, are implemented.

Component-based specification (CBS) framework [158] observes that many programming

languages share a variety of many fundamental programming constructs, or simply funcons.
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CBS framework allows one to define the formal semantics of programming languages by
translating them to funcons in a component-based and modular way, aiming at good re-
usability of formal definitions.

Spoofax [159] is a platform for designing programming languages, in particular domain
specific languages (DSL), with an integration of language tools, including syntax defini-
tion formalism such as SDF [160], program translation and code generation tools such as
Stratego [161], program analysis tools such as data flow analyzer FlowSpec [162].

PLT Redex [163], which is now embedded in the programming language Racket, is a DSL
for designing formal syntax and operational semantics as reduction rules. Random programs
can be automatically generated that serve as tests of the semantics.

Rosette [164] is a solver-aided programming language that extends Racket with a small set
of language constructs for program verification and synthesis. Language designers, often of
DSL, implement interpreters in Rosette, and by symbolic evaluation, the language synthesis
and verification tools are generated for free. Racket has helped non-expert users to design
and create solver-aided tools for various domains. Research on symbolic profiling examines
process of symbolic evaluation and proposes techniques that automatically fix performance
bottlenecks of the generated tools [165].

10.2 EXISTING APPROACHES TO DEFINING BINDERS

We discuss some existing approaches to defining binders and compare them with our
approach using matching p-logic, as presented in Sections and [5.13] These approaches
include: (1) de Bruijn techniques [166], which give a-equivalent terms identical encodings;
(2) combinators [37], which translate terms with binders to binder-free combinator terms;
(3) nominal logic [167]|, which uses first-order logic (FOL) to axiomatize name-swapping
and freshness, and uses them to axiomatize object-level binding; (4) higher-order abstract
syntax [168] (abbreviated HOAS), which uses fixed binders in the meta-language, often
a variant of typed A-calculus, to define arbitrary binders in the object-level systems; (5)
explicit substitution [169], which uses customized calculi where the meta-level operation
of capture-avoiding substitution is incarnated in an object-level operation as part of the
calculi; (6) term-generic logic [40] (abbreviated TGL), which is a FOL variant parametric in
a generic term set, defined axiomatically and not constructively, which can be instantiated
by a concrete binder syntax. We discuss how these approaches handle binders and binding

behavior using the following A-expression as an example (a closed expression with distinct
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bound variables, which requires a-renaming during reduction to avoid variable-capture):

(Az.(z2))(A\x . Ny . (zy)) (10.1)

De Bruijn encodings eliminate bound variables by replacing them with indexes that denote
the number of (nested) binders that are in scope between them and their corresponding
binders[[] For example, the de Bruijn encoding of is (A(11))(AA(21)), where 1 means
that it is bound by the closest binder and 2 means that it is bound by the second closest
binder. Bound variables are eliminated so a-equivalent expressions have the same de Bruijn
encoding. However, substitution requires index shifting, to adjust the indexes. De Bruijn
techniques are used as the internal representations of terms in several theorem provers, but
the encoding is not human readable, implementations are often tricky to get right, and
efficiency problems can still appear on large terms.

Combinators translate binders to binder-free terms, which are built with constants like & and
s, and application. This translation is called abstraction elimination, and can be implemented
using term rewriting [I70]. It may cause exponential growth in the translated term size.
Reduction of combinatory terms is done using equations like kzy = x and szyz = (22)(yz2)
regarded as rewrite rules. Combinatory terms are not human readable; for example, (one of)
the equivalent combinator term of is s(skk)(skk)s(s(ks)(s(kk)(skk)))(k(skk)). Using
combinators, the binding behavior of A is captured implicitly through abstraction elimination.

Nominal logic refers to a family of FOL theories whose signatures contain a name-swapping
operation (zy) - e that swaps all (free and bound) occurrences of x and y in e, and a freshness
predicate x # e stating that x has no free occurrences in e. The notions of a-equivalence
and capture-avoiding substitution are then axiomatized using additional FOL axioms on top
of the axioms of name-swapping and freshness. As an example, the following is an axiom
in [1I67, Appendix A.3| that states that swapping two fresh names that do not occur free in a

term has not effect:
(F1) Va:V . Vy:V . Ve:Exp.a#eANy#e— (xy)-e=ce (10.2)

where V' and Exp are the sorts of variables (also called atoms) and expressions, respectively.
Nominal logic also defines a new sort [V]Exp and a FOL binary function . : V x Exp —

[V]Exp for binding, whose properties such as a-equivalence are axiomatized. Then, -reduction

4Other de Bruijn encodings count the binders from the top of the terms.
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in A-calculus, e.g., can be defined in the following way [I71, pp. 251, Eq. (12.17)]:

(8 IN NOMINAL LoGIC)  Va:V .Ve:Exp.Ve :Exp.app(lam(z.e),e’) = subst((x.€),¢’)
(10.3)

where subst(_, ) is a binary function defined by four axioms (see [I67, pp. 8]), in accordance
to the four possible forms that e can take (i.e., the variable z; a variable distinct from z;
application; or abstraction). E.g., the following is the substitution axiom for abstraction [171]
Eq. (12.20)]:

VoV .Vy:V .Ve:Exp.Ve' :Exp.y # ¢ — subst(x.lam(y.e),e") = lam(y . subst(x .e,e"))
(10.4)

Note that x and e are meta-variables in A-calculus and become normal variables in nominal
logic, so the whole embedding is a deep embedding.

Besides nominal logic and its meta-theory [172], [173] [174], there is a wider range of research
on nominal techniques in general, including studies on using Fraenkel-Mostowski sets [175],
nominal sets [I76] or similar set-theoretic structures [I77] as well as category-theoretic
notions [I78] to formalize and reason about binders and operations on them, and have
resulted in practical implementations that support complex recursive and inductive reasoning
over terms with bindings as well as algorithms for unification [I79] and narrowing [180].
These nominal approaches deal with variable names and bindings directly, treat variable
names as normal data that can be manipulated, quantified, and reasoned about, and give
explicit definitions to operations such as free variables and capture-avoiding substitution (via
name-swapping and freshness). Note that nominal approaches can be directly exploited in
matching p-logic because FOL is a methodological fragment of matching pu-logic.

Higher-order abstract syntax (HOAS) is a design pattern where some expressive higher-
order calculus, usually one of the variants of typed A-calculus [168, [18T] [182] 183, 184, [I85] or
second-order equational logic [I84] [I86], is used as a foundation to define object-level binders.
As an example, we show (part of) the HOAS-style definition of (untyped) A-calculus in the
Twelf system [I87]:

exp : type. // the type of A-expressions  (10.5)
app : exp -> exp -> exp. // function application (10.6)
lam : (exp -> exp) -> exp. // function abstraction (10.7)
red : exp -> exp -> type. // reduction relation (10.8)
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red-beta : red (app (lam ([x] (F x))) E) (F E). // B-reduction (10.9)

where in red-beta, [x] _ is the built-in binder of (the HOAS variant underlying) Twelf; E
is a variable of type exp; F is a variable of the function type exp -> exp; and (F x) is the
(metalevel) application of F to x. Higher-order matching is needed when red-beta is applied,
and the internal substitution mechanism of Twelf is triggered when F is applied to E. The
binding behavior of A is obtained from the binding behavior of the built-in binder [x] _, via a
constant lam; specifically, Ax.e is encoded as lam ([x] €). Object-level substitution is avoided,
but clearly this is not how [S-reduction is usually defined (for the usual definition, see (f,
REDUCTION) below). Application in A-calculus is defined by a simple de-sugaring to the
builtin application, using a different constant app; that is, e e5 is defined as app e ey (rather
than e; e5). Thus, the definition needs to be justified by proving adequacy theorems that
establish a bijection between the expressions and formal proofs of A-calculus, and the HOAS
terms and type derivations, which is a tedious and nontrivial task [I8§].

Explicit substitution turns the implicit meta-level substitution operation into more explicit
and atomic steps, in order to provide a better understanding of the operational semantics
and execution models of higher-order calculi (see [I89, pp. 1-2]; see also [190, pp. 4] for
historical remarks). By doing so, it bridges the gap between higher-order formalisms and their
implementations, and has resulted in several practical tools. For example, [I91] proposes a
calculus for explicit substitution whose implementation allows us to define executable formal
representations of many logical systems featuring binders with a close-to-zero representational
distance.

Term-generic logic (TGL), as we have seen in Section [2.12] is a FOL variant, where
the set of terms T is generic and given as a parameter that exports two operations—free
variables and capture-avoiding substitution—satisfying certain properties [40, Definition 2.1].
TGL formulas are then defined constructively as in FOL, from predicates 7 (e, ...,e,) and
equations e; = ey, to compound formulas built using A, =, and 3, with the important
exception that eq,...,e, are not constructive terms like in FOL, but generic terms in 7. In
the case of A-calculus, the set of A-expressions A can be proved to satisfy the definition of
a generic term set in TGL, so we can instantiate TGL by A. The binding behavior of X is
inherited automatically, through the 7" instance. The metalevel of A-calculus can be defined

by TGL axioms. For example, S-reduction is captured either as an equation or as a relation:

(8, EQUATION) (Az.e)e' =¢€'[e/x] (10.10)
(8, REDUCTION) reduces((\z .€) €, €'[e/z]) (10.11)
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where reduces is a binary predicate; (Az.e) €', €'[e/x] € A are generic terms (schemas) that
represent all the concrete instances. TGL has been used to define various systems featuring
bindings. In Section [5.13] we have used TGL as an intermediate to capture other systems

with binders using matching p-logic.

10.3 EXISTING APPROACHES TO AUTOMATED FIXPOINT REASONING

Here we discuss other approaches to automated fixpoint reasoning and compare them with
our unified proof framework from a methodology point of view.

We were inspired and challenged by work on automation of inductive proofs for separa-
tion logic [26], which resulted in several automatic separation logic provers; see [122] for
those that participated in the recent SL-COMP’19 competition. Since separation logic
is undecidable [192], many provers implement only decision procedures to decidable frag-
ments [27, 116, 117, 128] or incomplete algorithms [IT3], 114} 115]. There is also work on
decision procedures for other heap logics [193] 194], 195, 196 197, 198], which achieve full
automation but suffer from lack of expressiveness and generality. It is worth noting that
significant performance improvements can be obtained by incorporating first-order theorem
proving and SMT solvers [123, [124] into separation logic provers [199] 200].

Compared with our unified proof framework, the above provers are specialized to separation
logic reasoning. Some are based on reductions from separation logic formulas to certain
decidable computational domains, such as the satisfiability problem for monadic second-order
logic on graphs with bounded tree width [I14]. Others are based on separation logic proof
trees, where the syntax of separation logic has been hardwired in the prover. For example,
most separation logic provers require the following canonical form of separation logic formulas:
p1 % -k, A where 1, ..., @, are basic spacial formulas built from singleton heaps x — y
or user-defined recursive structures such as list(z), and 1 is a FOL logical constraint. This
built-in separation logic syntax limits the use of these provers to separation logic, even though
the inductive proof rules proposed by the above provers might be more general. The major
advantage of our unified proof framework, which was the motivation fueling our effort, is that
the inductive principle can be applied to any structures, not only those representing heap
structures. In Section [6.2.1 we show the key elements of our proof framework that supports
the fixpoint reasoning for arbitrary structures.

Hoare-style formal verification represents another important but specialized approach to
fixpoint reasoning, where the objects of study are program executions and the properties
to prove are program correctness claims. There is a vast literature on verification tools
based on classical logics and SMT solvers such as Dafny [201], VCC [202] and Verifast [203].
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To use these tools, the users often need to provide annotations that explicitly express and
manipulate frames, whose proofs are based on user-provided lemmas. The correctness of the
lemmas is either taken for granted or manually proved using an interactive proof assistant
(e.g., [202], Section 6] mentions several tools that are based on Coq [11] or Isabelle [148]).
While it is acceptable for deductive verifiers to take additional annotations and/or program
invariants, the use of manually-proved lemmas is not ideal because it makes the verification
tools not fully automatic.

An interesting approach to formal verification is reachability logic [3], which uses the
operational semantics of a programming language to verify the programs of that language,
using one fixed proof system. In that sense, it shares a similar vision with our unified proof
framework, where the formal semantics of programming languages are defined as the logical
theories and only one proof system is needed to verify all programs written in all languages.
In Sections 2.14] we showed how our proof framework can carry out reachability-style formal
reasoning, and thus support program verification in a unified way.

There is recent work that considers inductive reasoning for more general data structures,
beyond only heap structures [107, 129 204, 205, 2006, 207]. Tac [208] is an automated
theorem prover for a variant of FOL extended with fixpoints that uses the techniques of
focusing to reduce the nondeterminism involved in proof search. [129] proposes CYCLIST,
a proof framework that implements a generic notion of cyclic proof as a “design pattern”
about how to do inductive reasoning, which generalize the proof systems of LFP and SL.
In CycLisT, inductive reasoning is achieved not by an explicit induction proof rule, but
implicitly by cyclic proof trees with “back-links”. In contrast, our unified proof framework uses
one fixed logic (matching p-logic) and relies on an explicit induction proof rule (KNASTER
TARSKI). Therefore, CYCLIST represents a different approach from ours but towards a similar

goal of a unified framework for fixpoint reasoning.

10.4 EXISTING APPROACHES TO TRUSTWORTHY LANGUAGE TOOLS

There has been a lot of effort in providing formal guarantees for programming language tools
such as compilers or deductive verifiers. At a high level, we may identify two approaches. One
approach is to formalize and prove the correctness of the entire tool. For example, CompCert
C [209] is a C compiler that has been formally verified to be exempt from miscompilation
issues. The other approach is to generate proof objects on a case-by-case basis for each run
of the tool. For example, [135] presents the translation validation technique to check the
result of each compilation against the source program and [210] presents an approach where

successful runs of the Boogie verifier are validated using Isabelle proofs. Our work belongs to
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the second approach, where proof objects are generated for each verification task carried out
using K.

The first approach tends to yield proofs that are more technically involved and does not
work well on an existing tool implementation, and is often conducted on a new implementation
that aims at being correct-by-construction from the beginning. However, once it is done,
it gives the highest formal guarantee for the correctness of the entire tool, once and for
all. Besides CompCert C that we mentioned above, there is also CakeML [211], which is
an implementation of Standard ML [212] that is formally verified in HOL4 [213]. In this
approach, the proof objects are often written and proved in an interactive theorem prover
such as Coq [11] and Isabelle [148|, because they provide the expressive power needed to state
the correctness claims, which are often higher-order, in the sense that they are quantified
over all possible programs and/or inputs.

The other “case-by-case” approach generates simpler proof objects and works better on
an existing tool implementation, compared to the above “once-and-for-all” approach. In
this approach, the proof objects only relate the input and output of the language tool in
question, without needing to depend on the actual implementation of the tool. For example,
the technique of translation validation [I35] checks the correctness of each compilation of
an optimized compiler, producing a verifying compiler, in contrast to a wverified compiler
such as CompCert C. [214] focuses on the certification of equational proofs in membership
equational logic and discusses a related proof synthesis problem, where tools not only need
to certify their explicit deduction steps but also their implicit equational reasoning modulo
axioms such as associativity, commutativity, and unit elements. Recent works applies the
idea to obtaining proof-certifying interpreters and deductive verifiers. For example, [136]
generates proof objects for a language-agnostic interpreter, where each (concrete) execution
of a program is certified by a machine-checkable mathematical proof. [210] generates proof
objects for the intermediate verification language (IVL) Boogie, where each transformation
from programs to their verification conditions is certified. [215] generates proof objects for the
Why3 verifier [216], which is also equipped with an IVL to generate verification conditions.
[217] generates proof objects for the VeriFast verifier for C [218], where each successful
verification run is certified with respect to CompCert’s Clight big step semantics [219]. [220]
is closely related to the Kore intermediate language (introduced in Section and proposes
an alternative translation from K to Kore and presents an automatic tool called KaMeLo
from Kore to Dedukti, which is a logical framework based on All-calculus modulo theory
[221].

There have also been works that generate proofs for the decision procedures in SMT solvers
to certify their correctness [152], [153], 222].
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Both the once-and-for-all and case-by-case approaches provide the same (high) level of
correctness guarantee when it comes to one successful run of the tool. Our work follows the
case-by-case approach, where proof objects are generated for each successful execution or
verification run of K. Since our proof generation method is parametric in the formal semantics
of programming languages, it is language-agnostic.

All the above approaches produce correctness certificates in the form of mathematical
proofs or logical proofs, which are often inductively constructed by a set of proof rules of
a given logic or calculi. In this context, a proof checker is a program that scans/traverses
the mathematical /logical proofs and checks that every proof step has been correctly applied.
Interactive proofs [223), 224] represent an entirely different type of correctness proofs, where
a proof system is a cryptographic protocol between a prover and a verifier, where the prover
can prove to the verifier that certain statement is true. Zero-knowledge proofs [224], 225)
have the additional property that the proofs do not reveal additional information besides
the fact that the said statement is true. Within the last decade, we have witnessed much
development on ZK technologies and their transformation from theory into practice. Some
of these developments, such as zkSNARK [226] and zkSTARK [227], can produce succinct
arguments of knowledge that are significantly smaller than mathematical or logical proofs.

ZK technologies can be used to optimize the sizes of AML proof objects generated for
K, as discussed in Chapters[§ and [0} The idea, which we call Proof of Proof, is to produce
a succinct ZK certificate for the existence of a correct, potentially huge logical proof of a
given theorem. More specifically, let I' - ¢ be any AML theorem of interest, where I' can
be the formal semantics of a programming language and ¢ specifies the correctness of an
execution trace of certain program. Using the proof generation techniques in Chapter [, we

can produce an AML proof object Il , and check it using the AML proof checker:
ProofChecker(I', ¢, Il ,) = true (10.12)

In Equation (10.12)), ProofChecker is a small artifact whose essence is a 200-line formalization
of AML in Metamath, while IIr , can be arbitrarily large. How can we produce a smaller
argument for the AML theorem I' F ¢ (and thus for the correctness of an execution trace of

the given program)? The key idea is to turn ProofChecker into a ZK circuit and produce a
ZK certificate for the following statement, which is weaker than Equation ((10.12]):

JI1. ProofChecker(I', ¢, II) = true (10.13)

In other words, we hide the actual AML proof object Il , because it is unnecessary to certify
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that I' F ¢ holds. Indeed, it suffices to show the existence of such a proof object. At the time
of writing, there has been preliminary work [228| converting ProofChecker to a ZK circuit
by re-implementing Metamath in Rust and running it in the RISC Zero zkVM [229], which
produces a succinct zk-STARK certificate that an AML proof object for a given claim exists.
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Chapter 11: CONCLUSION

Formal programming language semantics should be a unique opportunity to give birth to a
better language, not a cumbersome postmortem activity. Moreover, language implementations
and analysis tools should be automatically generated from the formal semantics at no
additional cost, in a correct-by-construction manner. Anything else is less than ideal and
comes with technical debt. Such is the vision of a unifying language framework, and it is
pursued by the presented work, where we focus on studying the mathematical and logical
foundation of the said unifying language framework.

Our main contribution is the proposal of matching p-logic as a unifying logic for specifying
and reasoning about programs and programming languages. We have studied the proof
theory and expressive power of matching u-logic. We have showed that many important
logics, calculi, and foundations of computations, especially those featuring fixpoints, can be
defined as matching p-logic theories. These includes FOL with least fixpoints, second-order
logic, initial algebra semantics, separation logic with recursive predicates, modal p-calculus,
various temporal logics, dynamic logic, reachability logic, A-calculus, and type systems. Thus,
matching p-logic gives us a unifying foundation to define all these logics and regain their
expressive and reasoning power. We have also proved the soundness theorem of matching
p-logic and proved a few important completeness results for the fragment without set variables
or fixpoints.

We have studied automated fixpoint reasoning and proposed a set of high-level automated
proof rules for matching p-logic. The key observation there is that we can have a unifying
automated proof framework for fixpoint reasoning, where proofs are carried out using a fixed
set of higher-level proof rules/strategies that accomplish various forms of formal reasoning
for matching p-logic, which are independent of the underlying theory. Then, these proof
rules/strategies can be instantiated by a theory that defines a logic for a particular domain,
and we obtain a specialized prover for the said domain. Our promising experimental results
show that it is interesting to see how far we can go with this vision of a unifying proof
framework.

We have proposed applicative matching u-logic (AML) as a simple instance of matching
p-logic that retains all of its expressive power, and implemented a proof checker for AML.
Formal reasoning carried out at the level of matching p-logic can be automatically translated
to AML for efficient proof checking. We have showed that AML has the same expressive
power as matching u-logic despite it being much more simpler. AML represents a different

methodology, where we assume the minimal and simplest foundation, upon which we define
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theories that build more complex mathematical instruments and structures.

Finally, we put everything together and have studied proof-certifying program execution and
formal verification by implementing proof generation procedures for a language-independent
interpreter and a language-independent formal verifier of the K framework. The key idea
is based on translation validation, where we prove the correctness of each individual task
that K does, based on the proof system of matching p-logic and an encoding of programming
language semantics in K into matching p-logic theories. This way, the correctness of program
execution or formal verification is reduced to checking the corresponding AML proof objects
using its proof checker. Our approach is directly based on K and its logical foundation AML,
so it is faithful to the real K implementation because proof objects are generated from proof
parameters, which include all execution snapshots and the actual rewriting information,
provided by K. It is also practical because proof objects are generated for each language task
that K does, on a case-by-case bases, thus avoiding the verification of the entire K.

We hope to have demonstrated the feasibility of using matching p-logic as a unifying
foundation for programming, where programming languages can be defined as matching pu-
logic theories and language tools can be specified by matching pu-logic theorems. Correctness
of language tools can be reduced to generating the proof objects for the corresponding
theorems and checking them using a small proof checker. This work represents an important
step towards our ultimate vision, where correctness of any computation done by any tool of
any programming language is reduced to correctness of one type of computation that is proof
checking, done by one tool that is the proof checker. This way, we shall be able to achieve

assured trust in computation, like never before.
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